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ABSTRACT

Capsid protein (CA) is the building block of virus coats. To help understand how the HIV CA proteins self-organize into large assemblies of various shapes, here we aim to computationally evaluate the binding affinity and interfaces in a CA homodimer. We model the N- and C-terminal domains (NTD and CTD) of the CA as rigid bodies, and treat the five-residue loop between the two domains as a flexible linker. We adopt a transferrable residue-level coarse-grained energy function to describe the interactions between the protein domains. In seven extensive Monte Carlo simulations with different volumes, a large number of binding / unbinding transitions between the two CA proteins are observed, thus allowing a reliable estimation of the equilibrium probabilities for the dimeric vs. monomeric forms. The obtained dissociation constant for the CA homodimer
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from our simulations, 20-25 μM, is in reasonable agreement with experimental measurement. A wide range of binding interfaces, primarily between the NTDs, are identified in the simulations. Although some observed bound structures here closely resemble the major binding interfaces in the capsid assembly, they are statistically insignificant in our simulation trajectories. Our results suggest that although the general-purpose energy functions adopted here could reasonably reproduce the overall binding affinity for the CA homodimer, further adjustment would be needed to accurately represent the relative strength of individual binding interfaces.
INTRODUCTION

Viruses (such as HIV) enclose their genomes by a protein coat called capsid. The capsid is essential for the life cycle of the virus, and disruption of the capsid by inhibitors could potentially serve to treat virus infections. The mature HIV capsid is formed by multiple copies of a single capsid protein (CA). The structure of CA is largely alpha-helical, with two relatively rigid domains, respectively termed N-terminal domain (NTD) and C-terminal domain (CTD), connected by a short flexible linker. In native HIV particles, the capsid is normally in a cone shape and formed by ~1,500 CA proteins. In in-vitro experiments without the virus genome and other components, the CA proteins may self-assemble into different shapes such as tubes, cones and spheres, with variable sizes. The self-assembly of the CA proteins has been extensively studied using X-ray, NMR, and cryo-electron microscopy (Cryo-EM). Remarkably, a complete atomic model of the capsid was recently obtained by Cryo-EM combined with all-atom simulations. Other theoretical and computational studies also provided important insight into the structure and the assembling process for the HIV capsid.

A multi-protein complex features a number of contacts between pairs of adjacent proteins. The relative stability of a given assembly is primarily determined by the aggregated affinities of these pairwise bindings. To better understand the diverse morphology for the HIV CA assembly, it is thus highly relevant to elucidate the binding interfaces and affinities between two CA proteins. A comparison of the dimeric binding interfaces with those found in the intact capsid could shed important light on the energetics of the assembled structure. In principle, large protein assemblies could be formed either by employing the strongest dimeric binding interfaces or, alternatively, by making a large number of relatively weak protein-protein contacts, especially in a closed structure.
To study the pairwise interactions for CA, the equilibrium between CA monomers and homodimers was previously measured by sedimentation with reported dissociation constant $K_d \sim 18 \, \mu\text{M}$ and more recently by NMR experiments. In this study, we employ a computational approach to investigate the binding between two copies of the CA protein.

A complete sampling of protein-protein interaction should allow the two proteins to fully explore their relative positions and orientations, so as to generate a statistically significant number of transitions between the bound and unbound states. Although all-atom simulations have been successfully applied to validate the stability of capsid structures, they would be very inefficient to reveal the spontaneous binding/unbinding of the proteins. In principle, when the bound structure is known, a variety of enhanced sampling methods can be used to compute the free energy difference between the bound and unbound states, as similarly applied in the studies of ligand binding and conformational changes of small peptides, as well as in QM/MM calculations. Because the structures of free full-length CA dimers are unknown, however, these free-energy methods are not immediately applicable here, although they could be possibly used to examine the affinity of a given binding interface.

Alternative to all-atom simulations, coarse-grained computational techniques have found a broad range of applications in recent years. Energetic parameters for coarse-grained protein and lipids have been developed and refined, and models for protein-protein interaction at the coarse-grained level have been successfully applied in the studies of protein docking and assemblies. Because the NTD and CTD of the CA protein here are relatively rigid, treating them as rigid bodies and ignoring their internal flexibility could significantly simplify the energy model and expedite the sampling. Indeed, to simulate the assembling process for virus capsid, the protein domains have been described by a collection of spheres.
cylinders\textsuperscript{28} or beads\textsuperscript{46}. These coarse-grained models typically incorporate specific experimental information for the assembly, such as the preferred binding interfaces, to design or optimize ad-hoc interaction energy functions and to better mimic the desired protein binding. Their main purpose is therefore to simulate the capsid assembly, rather than to elucidate the thermodynamics of free CA dimers in solution as the focus of this study.

Alternative to the ad-hoc models, transferrable energy functions for general protein-protein interactions are also available. In particular, Kim and Hummer developed and calibrated a residue-level coarse-grained model\textsuperscript{47} which employs effective energy functions that combine physics-based electrostatic interactions and knowledge-based contact potential\textsuperscript{48}. The model was shown to well reproduce the experimental binding affinities and interfaces for a variety of weakly bound protein dimers\textsuperscript{47} (with $K_d > 1 \ \mu$M), and was successfully applied to simulate protein complexes and proteins with disordered segments\textsuperscript{49,50}. The approach thus appears to be also appropriate for calculating the thermodynamics of the CA dimer here. In this study, we perform Monte Carlo (MC) simulations based on this coarse-grained model to identify the binding affinity and interfaces between two CA proteins. As mentioned above, our adopted energy functions are general and transferrable, without any ad-hoc adjustment for the CA. Our calculation thus provides an unbiased assessment of the CA dimer conformations, without incorporating any prior knowledge other than the known structure of CA monomer.

**METHODS**

In this section, we describe our protein model, energy functions, and simulation protocols.
Protein structure

We adopted the crystal structure $^{13}$ 3H47 for the CA protein, which includes residues 1 to 219, with two short loops (6-8 and 88-90) and a 12-residue segment (176-187) missing. We used the program PLOP$^{51}$ to add the two missing loops, and built the missing segment (176-187) by taking coordinates from a Cyro-EM structure$^{17}$ followed by extensive minimization. In these modeling steps, the coordinates of all existing atoms in the crystal structure$^{13}$ were not altered. We then took the coordinates of the 219 C$_\alpha$ atoms (Fig. 1) as the input of our coarse-grained model. To reverse the mutations A14C and E45C introduced in the crystal structure$^{13}$, we changed residues 14 and 45 back to Ala and Glu, respectively, with the positions of their C$_\alpha$ atoms unchanged. In our coarse-grained model (Fig. 1), we treat the NTD (1-145) and the CTD (151-219) as two rigid domains, and the linker (146-150) as a flexible chain.

Energy functions

The energy functions adopted in this study were developed and described in details in Ref. 47. For the sake of completeness, we provide a brief description here. The total energy $U_{\text{total}}$ of the system (with two or more proteins), as a function of the coordinates of all protein residues (represented by the C$_\alpha$ coordinates), consists of two components:

$$U_{\text{total}} = U_{\text{nonbond}} + U_{\text{bonded}},$$

(1)

where $U_{\text{nonbond}}$ represents the non-bonded interactions (e.g., between residues from different proteins), and $U_{\text{bonded}}$ accounts for the conformational energy of the flexible linker.

The non-bonded energy term is the sum of pairwise interactions.$^{47}$
\[ U_{\text{nonbond}} = \sum_{i,j} f_i f_j \varphi_{ij}(r_{ij}) , \quad (2) \]

in which \( r_{ij} \) is the distance between residues \( i \) and \( j \). The summation above goes over all pairs of residues that are not in the same rigid domain and are separated by more than 3 residues if in the same protein, thus excluding the 1-2, 1-3, and 1-4 non-bonded interactions. The \( f_i \) and \( f_j \) are factors between 0 and 1 that measure the extent of exposure to the solvent for the residue, and are determined by\textsuperscript{47}

\[ f(s) = \tanh[5 \tan(\pi s / 2)] , \quad (3) \]

in which \( s \) (also between 0 and 1) is the relative solvent-accessible surface area. The value of \( s \) (and thus \( f \)) for each residue was obtained from the GETAREA online server\textsuperscript{52}.

The interaction potential \( \varphi_{ij}(r) \) in Eq. 2 consists of a Lennard-Jones-type term \( u_{ij}^{LJ}(r) \) and an electrostatic energy \( u_{ij}^{EL}(r) \):

\[ \varphi_{ij}(r) = u_{ij}^{LJ}(r) + u_{ij}^{EL}(r) . \quad (4) \]

The Lennard-Jones energy is in the form of\textsuperscript{47}

\[ u_{ij}^{LJ}(r) = \begin{cases} 4\varepsilon_{ij}[(\sigma_{ij} / r)^{12} - (\sigma_{ij} / r)^{6}] + 2\varepsilon_{ij} & \text{if } \varepsilon_{ij} > 0 \text{ and } r < 2^{1/6} \sigma_{ij} , \\ -4\varepsilon_{ij}[(\sigma_{ij} / r)^{12} - (\sigma_{ij} / r)^{6}] & \text{otherwise} \end{cases} , \quad (5) \]

where \( \varepsilon_{ij} \) and \( \sigma_{ij} \) represent the interaction strength and the characteristic distance, respectively. \( u_{ij}^{LJ}(r) \) is always repulsive at short ranges, and can be repulsive or attractive at long ranges (Fig. 2A), depending on the sign of \( \varepsilon_{ij} \). The interaction distance \( \sigma_{ij} \) is determined by \( \sigma_{ij} = (\sigma_i + \sigma_j) / 2 \).
in which $\sigma_i$ and $\sigma_j$ are the van der Waals diameters for the two residues, and are taken from Ref. 47 for each residue type. The interaction strength $\epsilon_{ij}$ is determined by\textsuperscript{47} $\epsilon_{ij} = \lambda(e_{ij} - e_0)$, in which $e_{ij}$ is the Miyazawa-Jernigan contact potential taken from Ref. 48 for each pair of residue types, and the optimal values $\lambda = 0.192$ and $e_0 = -1.85 \ k_BT$ (with $k_B$ the Boltzmann constant and $T$ the temperature) were determined in Ref. 47. The electrostatic energy (Fig. 2A) is in a Debye-Hückel form:\textsuperscript{47}

$$u_{ij}^{EL}(r) = \frac{q_i q_j}{4\pi\varepsilon r \varepsilon} e^{-r/\zeta},$$

(6)
in which $q_i$ and $q_j$ are the net charges of the two residues, respectively, and $\zeta$ is the Debye screening length. Our adopted $\varepsilon$ corresponds to a dielectric constant of 80 for water.\textsuperscript{47}

The bonded energy $U_{\text{bonded}}$ in Eq. 1 consists of bond, angle, and torsion terms\textsuperscript{47} for two, three, and four consecutive residues, respectively. The bond term for two adjacent residues applies a strong harmonic restraint on their distance.\textsuperscript{47} In this study, instead, we always fix this distance to the ideal value\textsuperscript{47} of 3.81 Å. The rigid bond length adopted here thus eliminated the need for the distance restraint, and improved the acceptance rate in the MC sampling. The bonded energy in this study therefore has two components only:

$$U_{\text{bonded}} = E_{\text{angle}} + E_{\text{torsion}}.$$  

(7)

Here $E_{\text{angle}}$ is a function of the angle $\theta$ formed by three consecutive residues:

$$E_{\text{angle}}(\theta) = -\frac{1}{\gamma} \ln\left(\exp\left[-\gamma[k_\alpha (\theta - \theta_\alpha)^2 + \epsilon_\alpha]\right] + \exp\left[-\gamma[k_\beta (\theta - \theta_\beta)^2]\right]\right),$$

(8)
with the parameters taken from previous publications\textsuperscript{47, 53}: $\gamma = 0.1$ mol/kcal; $\varepsilon_\alpha = 4.3$ kcal/mol; $\theta_\alpha = 1.60$ rad; $\theta_\beta = 2.27$ rad; $k_\alpha = 106.4$ kcal/(mol-rad\textsuperscript{2}); $k_\beta = 26.3$ kcal/(mol-rad\textsuperscript{2}). The function $E_{\text{angle}}(\theta)$ features two minima (Fig. 2B), corresponding to the helical and extended secondary structures, respectively.\textsuperscript{53} $E_{\text{torsion}}$ is a function of the torsional angle $\varphi$ formed by four consecutive residues:

$$E_{\text{torsion}}(\varphi) = \sum_{n=1}^{4} V_n [1 + \cos(n \varphi - \delta_n)],$$  \hspace{1cm} (9)

where the parameters $V_n$ and $\delta_n$ depend on the types of the middle two residues, and were taken from previous publications\textsuperscript{47, 54}. Only the angle and torsion terms that involve at least one atom in the flexible linker need to be computed.

**Monte Carlo moves**

We employ four types of trial moves in our MC simulations, as described below.

1. Rigid-body translation of an entire protein. We randomly select one of the proteins, and apply a random translation with the $x$, $y$, and $z$ displacements each chosen from a random number in the range of [-0.25 Å, 0.25 Å]. This trial move does not change the internal conformation or the orientation of the protein.

2. Rigid-body rotation of an entire protein. We randomly select one of the proteins, and rotate it as a rigid body around a random axis through the protein center and by a random angle smaller than 0.2 rad. This trial move does not change the internal conformation or the center of the protein.
3. Domain rotation. We randomly select one rigid domain (NTD or CTD) to apply a small random rotation, with the rotation center at the atom in the flexible linker immediately adjacent to the chosen domain. This trial move thus only changes the coordinates of the selected domain. In addition, all of the bond lengths remain unchanged in this operation.

4. Flexible linker move. We randomly select one atom (residue) on the flexible linker and change its coordinates. Specifically, we rotate the chosen atom around the line connecting its two nearest neighbors, by an angle in the range of $[-0.1 \text{ rad}, 0.1 \text{ rad}]$. This trial move thus will not change the distance between the atom and its nearest neighbors, ensuring that all bond lengths involving the atoms in the flexible linker remain strictly fixed at the ideal value\(^47\) of 3.81 Å in our simulations, as mentioned earlier.

All possible system configurations of the proteins can in principle be accessed by a combination of the four MC moves above.

**Simulation details**

Our simulation system contains two copies of the CA protein. We assigned the net charge of each protein residue according to the standard protonation state at pH 7, i.e., +1 for Arg and Lys, and -1 for Asp and Glu. We also assigned a charge of +0.5 for the His residues.\(^47\) We took $\zeta = 10 \text{ Å}$ for the Debye screening length in Eq. 6, corresponding to salt concentrations of $\sim 100 \text{ mM}$.\(^47\) We carried out seven MC simulations at a constant temperature of 300 K and under the periodic boundary conditions. The periodic system has a cubic unit cell with the length ranging from 160 Å to 640 Å in the seven simulations (Table 1). When calculating the pairwise non-bonded interaction (Eq. 2) between two residues $i$ and $j$, we took the closest distance among all periodic images as the inter-residue distance $r_{ij}$. Each MC simulation started with the two proteins in
random positions and orientations, and was run for $10^9$ steps. In each MC step, we randomly choose (with equal probability) one of the four types of trial moves described earlier. We then calculate the change of the total energy due to the attempted trial move, and either accept or reject the move according to the Metropolis criterion. Each simulation was run on a single AMD Opteron processor at 2.6 GHz, and took ~65 days to finish $10^9$ MC steps.

RESULTS

In each MC simulation, the two CA proteins explored a wide range of configurations. In particular, we observed a large number of transitions between the bound and unbound states, thus enabling a statistically reliable estimate of the thermodynamics for the protein-protein binding. In addition, due to different conformations of the flexible linker, the NTD and CTD of the same protein explored a diverse ensemble of relative positions and orientations, as also observed from recent NMR experiments.$^{18}$

To analyze the relative positions of the two proteins, we introduce a contact strength based on the distance $r_{ij}$ between two residues from different proteins. The contact strength for the residue pair is assigned 1 if $r_{ij} \leq 5 \text{ Å}$ or 0 if $r_{ij} \geq 8 \text{ Å}$; when $5 \text{ Å} < r_{ij} < 8 \text{ Å}$, the contact strength takes a value between 0 and 1 calculated by integrating a truncated Gaussian function. The list of contact strengths for all pairs of residues thus characterizes the protein-protein interaction pattern. For a given snapshot from the simulation, the sum of these contact strengths represents the effective number of contacting residue pairs and quantifies the extent of the contact between the two proteins. These inter-protein contacts can be further classified into domain contacts, i.e., those
between the two NTDs, between an NTD and a CTD, and between the two CTDs. We performed this analysis for all simulation trajectories and obtained the average proportions for each class of contacts (Table 1). In each of the seven MC simulations, the NTD-NTD, NTD-CTD, and CTD-CTD interactions account for ~60%, ~35%, and ~5% of the identified residue contacts, respectively (Table 1). Therefore, the bound state in our simulations primarily arises from the interactions between the NTDs in the two proteins.

The statistics of the domain-domain contacts (Table 1) also offers an evaluation for the convergence of the sampling. Although the seven MC simulations were performed under different volumes, the proportion for each type of domain contacts should ideally be identical across the simulations. Indeed, the percentages (in the parentheses of Table 1) for each individual type are roughly similar in our seven simulations, with relative variations all below 50%. Furthermore, because the two copies of the protein are identical, the contact numbers for NTD1-CTD2 and for CTD1-NTD2 should be asymptotically identical in each simulation. The values from our simulations (Table 1) indeed agree reasonably with this expectation as well. Overall, we thus consider the convergence in our simulations satisfactory albeit not perfect.

**Binding affinity**

As described in Supporting Information, the equilibrium binding probability for the two proteins in the simulations is directly related to the dissociation constant $K_d$ in macroscopic systems. Our simulations can thus be used to estimate the binding affinity of the CA homodimer. Specifically, we define the bound and unbound states based on the contact strength introduced earlier. For each frame in the simulation trajectory, we sum up the contact strengths of all residue pairs between the two proteins, and classify it as a bound state if the total strength is larger than 1 or otherwise an
unbound state. The equilibrium probability $p_b$ for the bound state is then taken as the proportion of the simulation frames assigned to this state in the trajectory, with $p_u = 1 - p_b$ the probability for the unbound state.

We applied two numerical methods to estimate the dissociation constant $K_d$ from the bound/unbound probabilities. The first method is based on Eq. S17, which indicates that the ratio $p_u / p_b$ is linearly proportional to the volume $V_0$ of the simulation system, with $K_d / 2$ the linear coefficient. By doing a linear fit (Fig. 3A) through data points for the obtained $p_u / p_b$ ratios and the corresponding volumes from the seven MC simulations, we obtained a dissociation constant $K_d \approx 25 \, \mu M$. Our second method is based on Eq. S18 (an equivalent form of Eq. S17), which provides the functional dependence of the binding probability $p_b$ on the effective protein concentration $(2 / V_0)$ in the simulation.\(^{47}\) We applied a nonlinear fit (Fig. 3B) for the same set of probability data and obtained $K_d \approx 20 \, \mu M$. Given the statistical uncertainty of the data (as indicated by the error bars), the $K_d$ values from the two methods are close to each other. In comparison, the experimental value for $K_d$ is $18 \, \mu M$ from sedimentation measurement.\(^{20}\) Recent NMR experiments\(^{18}\) reported $K_d$ values of $20 \, \mu M$ at $20 \, ^\circ C$ and $40 \, \mu M$ at $25 \, ^\circ C$ (which is close to $300 \, K$ in our simulations) for the CA dimer. Based on these experimental data, our calculated dissociation constant is in the correct order of magnitude.

**Binding modes**

We observed a very diverse set of binding modes in the simulations. The two CA proteins were found to make contacts through a large variety of interfaces, although the majority of the binding
interfaces involve contacts between the two NTDs, as mentioned earlier. To cluster the configurations of the two proteins in the simulation trajectory into different binding modes\(^4\), we applied a new method here to describe the binding poses, based on the relative orientation between the protein domains.

For any two rigid domains A and B from different proteins, we perform a rigid-body rotation such that A is in its reference orientation, and then use a unit vector \( \hat{r}_{AB} \) to represent the direction from the center of A to the center of B. \( \hat{r}_{AB} \) thus denotes the direction of domain B’s center in domain A’s reference frame. We similarly use a unit vector \( \hat{r}_{BA} \) to represent A’s center in B’s reference frame. We then join the two vectors into an orientation vector \( \begin{pmatrix} \hat{r}_{AB} \\ \hat{r}_{BA} \end{pmatrix} \), which represents the relative orientations between domains A and B. Moreover, we also calculate the total contact strength (defined earlier), \( n \), between the two domains, and scale the orientation vector by \( n \) when \( n < 1 \). Under this treatment, the orientation vector will have a reduced length when the two domains are only in weak contact, and will be zero when the two are not in contact. We note that in this representation, a torsional rotation around the axis passing the two domain centers will not change the orientation vector, and this degree of freedom is thus ignored. We have four such orientation vectors to describe the NTD-NTD, NTD-CTD, CTD-NTD, and CTD-CTD contacts between the two proteins, respectively. The combined four vectors, with a total of 24 elements, thus represent the relative pose of the two proteins. In this description, the two proteins are treated in a symmetric manner.

For each simulation frame, we calculated the 24-element vector as described above. We then applied the k-means algorithm to partition all vectors from the simulation trajectory into
clusters in this 24-dimensional space. Because the two proteins are identical, when calculating the distance of a vector to a cluster center in the k-means algorithm, we swap the coordinates of the two proteins if the distance becomes shorter after the swap. All unbound structures correspond to a zero vector and thus naturally form a cluster at the origin. The k-means algorithm requires the number of clusters, $k$, as an input parameter. We experimented with a range of $k$ values, but could not identify a perfect case in which all clusters are well separated from each other. This is consistent with our observation (through visual inspection) of a wide and continuous spectrum of binding interfaces from the simulation trajectories.

Figure 4A shows representative structures for the six bound-state clusters (with one additional cluster corresponding to the unbound state) when $k = 7$ is used in the k-means algorithm, which appears to yield better separations between the clusters in comparison to other $k$ values. It is clear from the figure that the clusters are quite distinct from each other in terms of the contacts and the relative orientations between the two proteins, thus demonstrating the diverse binding patterns in the simulation. Furthermore, the energy for each member in the cluster and its root-mean-square-deviation (RMSD) to the representative structure are shown in the scatter plots (Fig. 4B). Due to the presence of intra-protein interactions, the system energy is generally not zero even when the two proteins are completely unbound. As expected, the energies of most bound structures are significantly lower than the average energy (Fig. 4B, dashed lines) of the unbound state. We also note that the majority of the members in each cluster have quite large RMSDs to the representative structure, and that the RMSDs do not appear to correlate well with the energies of the structures. This is mainly because the clusters are identified based on the relative orientation of the contacting domains as described earlier, and not on the RMSDs. For example, when the two NTDs are in close contact, the dangling CTDs may still adopt a variety of positions and
orientations, which would give rise to a wide range of dimer RMSDs without significantly affecting the interaction energy or the cluster assignment.

**Comparison to assembled structure**

Our simulation system consists of only two CA proteins, whereas in functional virus particles and in-vitro experiments, many copies of the protein form a large assembly with well-defined geometry. It is thus of interest to compare the binding interfaces in the isolated CA dimer vis-à-vis in the assembled structures. When the CA proteins assemble into viral capsid or helical tubes, there are four major interfaces between neighboring proteins: 17 (1) an interface between two NTDs that allows six CAs to form a hexameric ring; 25 (2) an interface between an NTD and a CTD of the neighboring CAs in the hexamer; 25 (3) an interface between two CTDs that connects adjacent CA hexamers; 25 and (4) a trimer interface where the CTDs from three different CA hexamers meet. 14 Although our simulations all started with the two CA proteins in random configurations and far apart from each other, we observed all four types of binding interfaces during the simulations. Figure 5 shows that some dimer structures from our simulations agree well with the average NTD-NTD, NTD-CTD and CTD-CTD contacts resolved in the tubular CA assembly 17, with the dimer RMSDs all below 1.8 Å. Although the full CTD trimer interface cannot be reproduced with only two CA proteins in our simulations, some snapshots nonetheless superimpose well (RMSD 1.4 Å) with two of the CTDs in the trimer (Fig. 5D). However, although all major binding interfaces in the capsid assembly were indeed sampled in our simulations, they only represent a very small fraction of the observed bound structures. The vast majority of the binding interfaces (Fig. 4) in our simulations do not resemble the protein contacts found in the assembled structures.
DISCUSSION

In this study, we employ a general transferrable energy model along with MC sampling to characterize the interactions between two CA proteins. We model each CA as two rigid domains (NTD and CTD) connected by a flexible linker. Our simulations are sufficiently long to sample large numbers of transitions between the bound and unbound states for the protein pair, and the statistics from the simulations are generally consistent and satisfactory. In particular, the calculated dissociation constant $K_d$ for the CA dimer from our simulations is in the correct order of magnitude in comparison with the experimental measurements.

However, the binding modes observed in our simulations are surprisingly diverse. As shown in Fig. 4, the two proteins may bind in very different orientations, and none of the binding modes is predominant. Recent experiments also indicated that CA dimers in solution are much more flexible and dynamic than found in the assembled structures. It is thus plausible that the individual binding interfaces in the CA capsid are not particularly strong and not necessarily favored in isolated CA dimers; instead, the protein contacts in the closed assembly may be stabilized by cooperative binding, as they are geometrically compatible with the packing of multiple proteins in a repetitive pattern. The relatively weak binding interfaces would also give rise to substantial flexibility and consequently the observed morphology in the CA assemblies.

Although the high diversity of CA dimer conformations in our simulations is consistent with experimental findings, the details of the binding modes are not in agreement with experiments. Most notably, the majority of experiments strongly indicated that the major contact in the CA dimer is at the CTD-CTD interface. In contrast, only a very small population of our
bound structures features the expected CTD-CTD binding site, and most of the observed protein contacts in our simulations are instead between the NTDs. We note that the CTD-CTD interface was indeed sampled in our simulations (Fig. 5C) but did not exhibit strong affinity. Therefore, the discrepancy is likely due to the protein interaction model here rather than insufficient sampling. One possible cause may be the crystal structure adopted in this study, in which some mutations were introduced to the CA protein to abolish the CTD-CTD contact and to induce the formation of the NTD hexameric ring.13 Although all of the involved residues were mutated back to the wild types and the critical missing loop in the CTD was rebuilt in our simulation system (see Methods), the CTD conformation here might nonetheless be less optimal for forming the desired binding interface. In addition, our calculated binding affinity, with a dissociation constant of 20-25 µM, is somewhat stronger than the experimental measurement18 (40 µM at 25 °C). It is thus likely that the NTD-NTD interaction in our model is over-estimated, and the excessive tendency to form the NTD-NTD interfaces further interferes with the potential binding between the CTDs. In light of these problems, although the model could in principle reflect the energetic variations by point mutations, we do not expect it to correctly predict the experimental mutational effect for the CA dimer at this stage, when the involved binding interface has not been reproduced with the correct affinity yet.

Given the general energy model adopted here without any ad-hoc optimization specific to the CA protein, it is probably not surprising that some subtle energetic balance between different binding modes is not accurately captured in the coarse-grained energy functions and in our simulations. Earlier studies29 demonstrated that incorporation of known experimental information could help improve the energy function for CA. Based on the findings here, our energy model
could be refined, e.g., by making the NTD-NTD interaction weaker and the CTD-CTD interaction stronger at the conserved W184 / M185 site.

CONCLUSION

In this study, a general transferrable coarse-grained model47 was used in MC simulations to characterize the binding for a CA homodimer. The statistical errors in our sampling appear to be modest, indicating a satisfactory convergence. The overall binding affinity for the homodimer calculated from our simulations is also in reasonable agreement with experimental measurements. In addition, major binding interfaces in the intact CA capsid are observed in the sampled structures in the simulations. The most frequent binding modes emerging from the simulations, however, do not agree with experiments, and we attribute the discrepancy primarily to the underlying energy model adopted here. We propose that incorporating CA-specific modifications into the general-purpose energy functions could help reproduce the desired binding mode. When the thermodynamics and the binding interfaces for the CA homodimer can be faithfully reproduced, the refined model may then be used to simulate the assembling of larger capsid complex in future studies.
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Table 1. Domain-domain contacts in each of the seven MC simulations.

<table>
<thead>
<tr>
<th>Volume</th>
<th>NTD1-NTD2</th>
<th>NTD1-CTD2</th>
<th>CTD1-NTD2</th>
<th>CTD1-CTD2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (160 Å)³</td>
<td>9.06 (59.9%)</td>
<td>2.82 (18.6%)</td>
<td>2.64 (17.5%)</td>
<td>0.60 (4.0%)</td>
</tr>
<tr>
<td>2 (240 Å)³</td>
<td>8.82 (60.3%)</td>
<td>2.63 (18.0%)</td>
<td>2.57 (17.6%)</td>
<td>0.62 (4.2%)</td>
</tr>
<tr>
<td>3 (320 Å)³</td>
<td>8.00 (59.1%)</td>
<td>2.71 (20.0%)</td>
<td>2.34 (17.3%)</td>
<td>0.49 (3.6%)</td>
</tr>
<tr>
<td>4 (400 Å)³</td>
<td>7.21 (59.3%)</td>
<td>2.22 (18.3%)</td>
<td>2.24 (18.4%)</td>
<td>0.48 (3.9%)</td>
</tr>
<tr>
<td>5 (480 Å)³</td>
<td>5.65 (60.7%)</td>
<td>1.58 (17.0%)</td>
<td>1.67 (18.0%)</td>
<td>0.41 (4.4%)</td>
</tr>
<tr>
<td>6 (560 Å)³</td>
<td>4.86 (61.0%)</td>
<td>1.37 (17.2%)</td>
<td>1.34 (16.8%)</td>
<td>0.40 (5.0%)</td>
</tr>
<tr>
<td>7 (640 Å)³</td>
<td>2.71 (63.1%)</td>
<td>0.61 (14.2%)</td>
<td>0.75 (17.4%)</td>
<td>0.23 (5.3%)</td>
</tr>
</tbody>
</table>

For each simulation (with the given periodic length), the sum of the contact strengths (defined in the text) between every pair of domains in different proteins is calculated for each frame in the trajectory, representing the effective number of contacting residue pairs between the two domains. The average contact numbers over all the frames in each simulation are given in the table. There are four types of domain-domain contacts, between NTD1/CTD1 in the first protein and NTD2/CTD2 in the second protein. The percentages of each type among the total contact numbers are provided in the parenthesis.


**FIGURE LEGENDS**

**Figure 1.** The structure (Cα atoms only) of the CA protein, which consists of two rigid domains (NTD and CTD) connected by a 5-residue flexible linker. Three segments (6-8, 88-90, and 176 to 187) that were missing in the crystal structure and rebuilt through modeling (described in the text) are indicated by stars. All images of protein structures in this article were rendered using VMD.

**Figure 2.** Some energy functions adopted in this study. **(A)** Representative pairwise non-bonded energy terms as a function of the inter-residue distance $r$, including the Lennard-Jones-type energy (Eq. 5) $u_{ij}^{LJ}(r)$ for the Met/Trp pair (solid line, with $\varepsilon_{ij} < 0$) and for the Pro/Lys pair (dashed line, with $\varepsilon_{ij} > 0$), and the electrostatic energy (Eq. 6) $u_{ij}^{EL}(r)$ between a pair of residues with charges $\pm e$ under a dielectric constant of 80 and a Debye screening length $\zeta = 10$ Å (dash-dot line). **(B)** The angle energy (Eq. 8) $E_{angle}$ for the flexible linker as a function of the Cα-Cα-Cα angle.

**Figure 3.** Two methods for estimating dissociation constant $K_d$ from the binding probabilities obtained in the MC simulations. **(A)** The ratio $p_u / p_b$ for the probabilities of the unbound and bound states in each simulation, as a function of the system volume $V_0$. The solid line represents a linear fit. The dissociation constant determined from the slope of this line (according to Eq. S17) is $K_d \approx 25$ µM. **(B)** The probability $p_b$ for the bound state as a function of the effective concentration (2/$V_0$ multiplied by Avogadro’s number) in each simulation. According to Eq. S18, the best-fit curve (solid line) corresponds to a dissociation constant $K_d \approx 20$ µM.
Figure 4. Representative binding modes. As described in the text, the k-means algorithm was used to partition the protein poses into 7 clusters (with one cluster corresponding to the unbound state). (A) Simulation snapshots representing the 6 clusters of bound states. (B) Scatter plots for the bound structures in each cluster, displaying the dimer RMSD to the representative structure in (A) vs. the energy. The dashed lines indicate the average energy of the unbound structures.

Figure 5. A comparison of the binding interfaces in the assembled CA structure and the closest matches from our simulation frames. (A) The average NTD-NTD dimer conformation in the CA assembly from a Cryo-EM structure\textsuperscript{17} is used as the reference and shown in the Cartoon representation. The simulation snapshot with the smallest RMSD to this reference is shown in $C_\alpha$-atom trace. The RMSD (NTD atoms only) between this snapshot and the reference is 1.2 Å. (B) Similar to A, but with the average NTD-CTD interface from the Cryo-EM structure\textsuperscript{17} as the reference. The RMSD (for the atoms in the contacting NTD/CTD) between the displayed simulation snapshot (in $C_\alpha$-atom trace) and the reference is 1.7 Å. (C) Similar to A, but with the average CTD-CTD dimer from the Cryo-EM structure\textsuperscript{17} as the reference. The RMSD (CTD atoms only) between this snapshot and the reference is 1.5 Å. (D) The average CTD trimer interface in the Cryo-EM assembly structure\textsuperscript{17} is shown in the Cartoon representation, and the CA dimer (shown in $C_\alpha$-atom trace) in a simulation frame is superimposed to two of the CTDs in the trimer, with an RMSD (CTD atoms only) of 1.4 Å.
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