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Abstract

Gender-modulated gene–environment interactions are rarely explored, raising concerns about inaccurate specification of etiological models and inferential errors. The current study examined the influence of gender, negative and positive daily life events, and GABRA2 genotype (SNP rs279871) on alcohol dependence, testing two- and three-way interactions between these variables using multilevel regression models fit to data from 2,281 White participants in the Collaborative Study on the Genetics of Alcoholism. Significant direct effects of variables of interest were identified, as well as gender-specific moderation of genetic risk on this SNP by social experiences. Higher levels of positive life events were protective for men with the high-risk genotype, but not among men with the low-risk genotype or women, regardless of genotype. Our findings support
the disinhibition theory of alcohol dependence, suggesting that gender differences in social norms, constraints and opportunities, and behavioral undercontrol may explain men and women’s distinct patterns of association.
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Introduction
In the past decade, there has been significant interest in identifying the complex and interacting pathways through which genetic predisposition and environmental factors are associated with complex behavioral disorders (Moffitt et al. 2006; Rutter et al. 2006). Alcohol dependence and drinking behaviors have been identified as a particularly rich case for examining gene–environment interactions (Bearman and Brückner 2002; Guo 2006). Problem drinking is linked to gene expression through multiple pathophysiological systems, but is also driven by social influences like socioeconomic status, family structure, stressful conditions, and socialization (e.g., Singer and Ryff 2001). As a result, the effects of genetic factors are likely to vary substantially depending on numerous environmental contingencies. For example, a genetic effect may be strong and robust in the absence of social controls (e.g., low parental monitoring), but weak or nonexistent when controls are present (Dick et al. 2009). A lack of attention to GxE in this case is problematic since it would likely lead to underestimation of the strength of both genetic and environmental influences, potentially impeding the researcher’s ability to detect statistically significant effects (Heath and Nelson 2002). In alcohol research, features of the social environment have been shown to mediate or moderate the effect of hereditary predispositions towards alcohol use that involve disinhibition and behavioral undercontrol. For instance, studies using a sample of Finnish adolescent twins found that genetic risk factors have relatively little influence on drinking behaviors in rural areas, attributing this interaction to limited access to alcohol and lower exposure to adolescent drinking in these environments (Dick et al. 2001; Rose et al. 2001). Likewise, research indicated that the influence of high-risk genotypes on alcohol misuse was diminished in the presence of positive family relations and high parental monitoring (Dick et al. 2009; Nilsson et al. 2005; Pescosolido et al. 2008). Religious upbringing also exhibited protective effects, reducing the influence of genetic risk on alcohol outcomes (Koopmans et al. 1999). These GxE effects likely relate to the behavioral under-control-disinhibition theory of alcohol dependence, in which individuals are genetically predisposed to impulsivity and externalizing behavior through neurological pathways (Dick et al. 2010; Villafuerte et al. 2012). These heritable traits may manifest as conduct disorder or other externalizing problems in childhood, and as alcohol or drug dependence in adulthood when these substances are more accessible (Dick et al. 2006a). In addition, conditions such as marriage and employment can serve as external social control functions in adulthood, particularly when they are rewarding, reducing the effects of behavioral undercontrol-disinhibition and related genotypes on alcohol use (Eitle et al. 2010; Heath and Nelson 2002;
Umberson et al. 2010). Consequently, in combination with ineffective social control, permissive social norms, and exposure to problem drinking through deviant peers, genetic risk for behavioral disinhibition may lead to alcohol misuse and dependence (Dick et al. 2009; Zucker et al. 2011); conversely, when opportunity to drink is constrained and/or social norms are strongly present, genetic risk for disinhibition may find more limited expression.

However, because research has pointed to important gender differences in the social pressures, opportunities, and expectations that promote or constrain drinking behavior, the disinhibition pathway may lead to distinct patterns of alcohol consumption and dependence in men and women. Broadly, research has consistently documented higher rates of alcohol use and alcohol-related problems among men (Gomberg 1997). Estimates based on nationally-representative samples suggested that the male to female ratio for the prevalence of alcohol dependence was about 2.5:1 (Grant 1997; Kessler et al. 1994). Though the gender gap in alcohol consumption has been narrowing over time, recent estimates indicate that men in the youngest cohorts are still nearly twice as likely to develop dependence compared to similar-aged women (Keyes et al. 2008).

Research on gender norms and social control processes indicates that disinhibition pathways in alcohol misuse may operate differently among men and women. Studies have reported that the American public perceives harsher social sanctions in response to alcohol and drug use by women and girls relative to men and boys (for reviews, see Nolen-Hoeksema and Hilt 2006; Schmidt et al. 1990). This stigma may derive from the conflict between alcohol misuse and feminine social norms and obligations relating to virtue, emotionality, and nurturing and caregiving for children and families (Bancroft 2009; Schulte et al. 2009). In contrast, alcohol consumption and its effects are consistent with aspects of the masculine gender role, including aggression and instrumentality. In fact, women who more strongly adhere to feminine gender norms have been shown to report lower frequency and quantity of alcohol use, while endorsement of masculine norms was associated with increased drinking in men (Horwitz and White 1987; Huselid and Cooper 1992; Landrine et al. 1988; Ricciardelli et al. 2001). Moreover, both women and men perceive that the “typical woman” consumes less alcohol than the “typical man,” and this expectation has a protective effect on drinking behaviors for women, but not for men (Lewis and Neighbors 2004).

At the same time, gender differences in behavioral undercontrol also disadvantage men with respect to alcohol outcomes (Nolen-Hoeksema and Hilt 2006). Research has consistently reported higher scores on measures of impulsivity, sensation-seeking, and disinhibition among men (Cross et al. 2011; Zuckerman and Kuhlman 2000), and these traits have been strongly associated with heavy alcohol use and alcohol-related problems (Caspi et al. 1997; Sher et al. 2005). Moreover, some studies indicated that behavioral undercontrol was exclusively or more strongly related to heavy drinking and alcohol-related problems among men compared to women (Caspi et al. 1996; Rutledge and Sher 2001b). In sum, women appear to be less likely to engage in drinking as a result of internal behavioral undercontrol and related traits, and, moreover, a strong set of external social norms is in place to discourage women and girls from alcohol misuse. Taken together, these strands of research
suggest that women may be less susceptible to developing alcohol dependence through genetic and environmental mechanisms in the disinhibition pathway.

These gender differences in mechanisms of disinhibition in alcohol dependence merit attention in so far as they might lead to gender-specific GxE effects. We refer to this phenomenon as a GxExE effect, conceptualizing gender as an environmental variable—an approach that has garnered growing support in the genetics literature (Ober et al. 2008). "Sex" refers to biological and physical characteristics distinguishing men and women, and clearly has a genetic basis in sex chromosomes and epigenetic regulation. "Gender," however, is a social construction encompassing cultural conventions, roles, and behaviors adopted by men and women that shape their experiences and activities. Sex and gender often overlap in meaningful ways, such that differences between men and women are attributable to a combination of social and biological forces that often cannot be extricated from one another. However, in the case of the current study, the literature reviewed above points to gender differences in mechanisms that we feel are attributable in larger part to social forces (e.g., gender norms). Thus, gender as environment captures the cumulative effects on men and women of living in a social world where such categories matter—a process that undoubtedly has some roots in biological sex differences.

When men and women experience shared environments differently (Bird and Rieker 2008), whether due to biological or social factors, gender is likely to moderate the influence of genetics and/or environments in etiological pathways, leading to GxExE effects. A GxExE effect is one in which gene–environment interactions are observable in only one gender group or the magnitude or pattern of gene–environment interaction (e.g., direction) differs between the two genders (Shanahan et al. 2008). For example, because women’s drinking behavior is subjected to greater external social control by gender norms, having friends who engage in alcohol misuse might have a stronger adverse effect in men compared to women (an ExE effect). Hypothetically, then, exposure to deviant peer groups might trigger a candidate gene associated with alcohol dependence (a GxE effect), but only for men (a GxExE effect).

If ignored, gender-differentiated GxE effects can increase the likelihood of null findings and obscure complex interactions between genetic predisposition and gendered experiences, motivations, and expectations. Consequently, Shanahan and Hofer (2005) argue for more complex models that go beyond the interaction of genotype and only one indicator of the social environment. Despite evidence of gender differences in mechanisms of affect regulation and disinhibition in alcohol dependence, existing studies have rarely examined gender-specific gene–environment interactions involved in these etiological pathways. Frequently, studies have been statistically underpowered to support complex interaction models (Patsopoulos et al. 2007). However, even when gender differences in genetic effects were examined, inappropriate methods were often used (Brookes et al. 2004).

The aim of the present study is to explore whether gene–environment interaction in disinhibition pathways is moderated by gender. To accomplish this, two- and three-way interactions between gender, positive and negative daily life events, and genotype at GABRA2 SNP rs279871 are examined. GABRA2 is an ideal candidate gene for examining
genetic influences in disinhibition pathways because it plays a major role in impulsivity (Villafuerte et al. 2012). GABRA2 encodes the production of the alpha 2 subunit of the GABA-A receptor protein and influences hyperexcitability and the effectiveness of inhibitory processors in the brain (Begleiter and Porjesz 1999; Edenberg et al. 2004). Single nucleotide polymorphisms at GABRA2 are associated with increased risk for alcohol and drug dependence in adulthood, as well as conduct disorder and externalizing behaviors in childhood (Agrawal et al. 2006; Dick et al. 2006a, 2009; Edenberg et al. 2004; Enoch et al. 2010; Philibert et al. 2009). GABRA2 is thought to influence emotional reactivity and the inhibition or facilitation of rash or ill-considered behaviors (Kreek et al. 2005).

Findings on gender differences in the effects of GABRA2 have been mixed, with some studies finding adverse effects of high risk genotypes are more pronounced in women (Philibert et al. 2009; Villafuerte et al. 2012), and others in men (Enoch et al. 2006; Pescosolido et al. 2008). A number of other GxE effects involving GABRA2 have been identified, consistent with the disinhibition model of alcohol dependence described above. Studies have reported that in social environments characterized by high levels of social control, people were less apt to engage in maladaptive, deviant behavior irrespective of genotype, reducing the influence of GABRA2 (Dick et al. 2006a, 2009; Philibert et al. 2008). Conversely, when exposed to negative socialization or permissive social groups and contexts, patterns of drug and alcohol use reflected the full range of genetic variation.

Here we build upon previous research examining how GABRA2 interacts with life events (Pescosolido et al. 2008). However, we extend this prior research by exploring how this interaction is further moderated by gender. As predicted based on previous research in the area of gender and addiction, we find evidence for gender-specific GxE effects in a family-based sample of White Americans.

### Methods

#### Subjects

Data are from the Collaborative Study on the Genetics of Alcoholism (COGA). Phase I data were collected at six venues between 1990 and 1999, and Phase II data between 1997 and 2004 (Edenberg et al. 2004). Only Phase II data were used in these analyses because key independent variables were not collected in Phase I. COGA relied on a complex, availability-based, family selection strategy (Reich 1996). In brief, probands with alcohol dependence were recruited at inpatient and outpatient treatment facilities through random selection procedures. After determining probands’ family distributions of alcohol dependence, densely affected nuclear and multigenerational families were identified and invited to participate. In addition, a group of control probands and their families were recruited from church congregations, large corporations, dental clinics, driver’s license bureaus, and health maintenance organizations to serve as community controls. Probands and first-, second-, and third-degree relatives who agreed to participate provided blood samples for DNA analysis, completed a structured psychiatric interview, and provided data on personality traits, family history, and psychosocial measures.
These selection procedures yielded a sample of 10,330 subjects at the Phase II assessment. Children and adolescents (n = 2,537) and adults without genetic information on GABRA2 (n = 4,853) were eliminated. Because risk for alcohol dependence associated with GABRA2 has been found to be weaker among adolescents relative to adults (Dick et al. 2006a), we conducted parallel analyses with an age-restricted sample of 25 or older. In addition, we ran analyses excluding lifetime non-drinkers, for whom the effects of GABRA2 genotype are also likely to be weak. Because dropping these cases did not affect our results, we retained the full sample. Respondents with genotype information were primarily from multiplex (i.e., densely affected) families and control families. Thus, families containing only one respondent with alcohol dependence were underrepresented in the genotyped subsample. Observations were also deleted if there were missing data on other study variables (n = 365).

In addition, initial descriptive statistics and bivariate analyses suggested large and significant differences in allele frequency between White and African American respondents in the COGA sample. Specifically, 53% of African Americans carried the high-risk genotype on SNP rs279871 compared to only 32% of Whites (X² = 54.29; p < 0.001). Prior research demonstrated no significant association between GABRA2 variation and alcohol dependence in African American samples (Covault et al. 2007; Drgon et al. 2006; Enoch et al. 2010; Gelernter et al. 2009), and the same pattern is evident among African Americans in the current COGA analysis sample. Moreover, African Americans have two additional common haplotypes within the distal haplotype block, suggesting that rs279871 may not be an appropriate tag SNP for this population (Enoch 2008; Enoch et al. 2010). Consequently, the current analysis examining gender-specific GxE in alcohol dependence using SNP rs279871 was restricted to a sub-sample of Whites (294 African Americans were dropped from the analysis sample).

This yielded a final sample of 2,281 adult subjects (18 or older) from 461 families, with an average of 4.9 respondents per family. The sample contained more women (56%) than men (44%). Mean age was 40.4 years. About 57% of respondents were currently married. Mean years of education was 13.6 and average household income was about $53K. See Table 1 for sample descriptive statistics.

**Measures**

The dependent variable was indexed by the assignment of subjects who met DSM-IV (American Psychiatric Association 1994) criteria for lifetime alcohol dependence. This was assessed using a diagnostic algorithm based on responses to the Semi-Structured Assessment for the Genetics of Alcoholism-II (Hesselbrock et al. 1999; Nurnberger et al. 2004). This outcome was chosen because this was the phenotype originally associated with GABRA2 in early COGA publications (Edenberg et al. 2004). Alcohol dependence was coded 1 if the respondent was classified as dependent according to these criteria, else 0. Thirty-six percent of the analysis sample met DSM-IV criteria for alcohol dependence.

Variables measuring gender, age, marital status, education, and household income were included in multivariate models as controls. Marital status was a binary variable (1 = currently married, respectively). Education and age were coded in years, and household income was coded in tens of thousands of dollars and logged to correct for positive skew.
Age was later converted to tens of years to facilitate interpretation of odds ratios. Because alternative coding strategies for socio-demographic control variables (e.g. categorical education, additional marital status dummy variables, etc.) did not alter the effects of key variables of interest, the simplest forms were retained in final models.

Positive and negative experiences in everyday life were measured using a 49-item daily hassles and uplifts scale (DeLongis et al. 1982). These measures were intended to capture day-to-day events that cause chronic stress and might moderate the adverse effects of stress on health, respectively. The hassles scale included items indexing how much of a hassle or problem a particular activity/venue/person (e.g., work, finances, children, spouse, friends, etc.) had been in the last week. The uplifts scale measured how uplifting or pleasurable they had been. Response categories ranged from none or not applicable, coded 0, to a great deal, coded 3. In other words, a zero value on items comprising the hassles and uplifts scales may represent either a lack of stress or pleasure associated with a given activity or role, or not having participated in it. For example, someone who was not a parent would report a ‘0’ (not applicable) when asked whether their children brought them pleasure and satisfaction, and likewise for those who were unemployed, unmarried, and uninvolved in church, clubs, and other voluntary organizations. In the case of some roles, this distinction was fairly straightforward (e.g., 96 % (n = 859) of those subjects who offered 0 responses when asked whether their spouse caused hassles and uplifts (n = 891) were currently unmarried). Other items (e.g., health, leisure time, neighbors) were universally applicable. Thus, lower values on the scales corresponded to reduced emotional reactions to existing relationships, roles, and environments and/or lack of integration into families, friendship groups, religious organizations, and the labor force. A respondent’s score on each scale is the sum for the scale divided by the number of non-missing items. The hassles (alpha = 0.91) and uplifts scales (alpha = 0.92) are both highly reliable.

**DNA analyses**

Genetic risk was indexed by a single item, high risk on the GABRA2 gene, identified via SNP genotyping and association analyses as being linked to alcohol dependence. Genotyping and association analyses are described in detail elsewhere (Edenberg et al. 2004). A total of 31 SNPs initially demonstrated significant association with alcohol dependence using the average Pedigree Disequilibrium Test (Martin et al. 2000). The SNP used here (rs279871) was chosen because it showed the strongest association with DSM-IV alcohol dependence in prior research, and has been used as a proxy for the LD block (Dick et al. 2006b, 2013; Edenberg et al. 2004). This SNP was also associated with increased risk for drug dependence in adulthood, as well as conduct disorder and externalizing behaviors in childhood (Agrawal et al. 2006; Dick et al. 2006a; Dick et al. 2009). In COGA data, the LD between rs279871 and the synonymous exonic coding variant rs279858 was complete (D' = 1, r2 = 1; 1,000 genomes pilot 1 data for CEU). Increased risk for a clinical diagnosis of alcohol dependence was associated with carrying two copies of the high risk allele A at the SNP rs279871 at GABRA2 (Dick et al. 2006b; Edenberg et al. 2004). Participants were classified as having a high risk genotype (coded 1) if they were homozygous for the A allele, and 0 if they carried one or zero copies of this allele, consistent with previous research. Thirty-two percent of the analysis sample was classified as high-risk at GABRA2.
**Statistical methods**

Multivariate analyses of the influence of GABRA2 genotype and social factors on alcohol dependence were modeled with random-effects logistic regression models (Fitzmaurice et al. 2004; Rabe-Hesketh and Skrondal 2008) estimated with the `xtlogit` command in Stata (StataCorp 2011). Examining GxE effects using regression-based approaches have a number of advantages, including the ability to control for potential confounding variables that are correlated with both genotype and alcohol dependence, and the capacity to test moderation models (Waldman et al. 1999). Random effects models were used because they adjust for the lack of independence among observations resulting from having multiple individuals from the same family. These models reflected individuals (level-1) nested in families (level-2), and contained family-level (i.e. cluster-specific) random intercepts (Rabe-Hesketh and Skrondal 2008).

A series of models using a pooled sample were conducted to assess whether the association of genotype and GxE interactions with alcohol dependence varied by gender. The first set of models examined genotype by gender interactions. Model 1 included only genotype; Model II added gender and control variables; and Model III added an interaction term for gender*genotype. The second set of models examined interactions between genotype and daily hassles and uplifts. Model I included genotype, gender, daily hassles, daily uplifts, and control variables; Model II added a two-way interaction term for genotype*uplifts; and Model III added a three-way interaction term for genotype*gender* uplifts. The three-way interaction model tested whether GxE effects differed by gender. Two additional models (not shown) included a two-way interaction term for genotype*hassles and a three-way interaction term for genotype*gender*hassles. Because there was no evidence of a GxE or GxExE effect of the hassles scale, these findings were reported in text, but not in tables or figures.

For two and three-way interaction models, group-specific odds ratios were reported in tables and text to facilitate interpretation. In logit models, Chow-type tests of the equality of coefficients across groups may be unreliable since they confound the magnitude of the effect for each group with group differences in residual variation (Allison 1999). Predicted probabilities across groups, however, are unaffected by the confounding of the slope coefficients and error variances (Long 2009). The statistical significance of differences in predicted probabilities were examined using Long’s delta method (Long 2009), providing a conservative assessment of the significance of moderating effects in logit models. Finally, interaction models were re-estimated using a subsample that excluded probands with alcohol dependence ($n = 1,996$) to test whether findings were robust in a non-clinical sample. Because of the reduction in statistical power associated with interaction modeling, adjustments for multiple testing were not made (Brookes et al. 2004). A post hoc estimate of statistical power based on simulation analysis suggests that with a 0.05 error probability, the observed effect sizes, and a high-risk genotype as common as SNP rs279871 at GABRA2, the sample is adequately powered (>0.80) to detect the observed gender- and genotype-specific effects of daily uplifts (Duncan and Keller 2011; Luan et al. 2001).
Results

Bivariate statistics

Bivariate statistics are presented in Table 1. Overall, 36% of respondents in the analysis sample met criteria for alcohol dependence. About 36% of subjects with alcohol dependence carried the high-risk genotype at GABRA2 compared to 30% of those without alcohol dependence ($X^2 = 8.43, 1$ df, $p < 0.01$). The percent of men and women in the sample with the high-risk genotype at GABRA2 was approximately equal (32%). However, ignoring genotype, men were significantly more likely to have alcohol dependence than women (51 vs 23%, $X^2 = 190.40, 1$ df, $p < 0.001$). Compared to individuals without alcohol dependence, affected individuals reported higher mean daily hassles (0.76 vs 0.66, $t = −5.77$, $p < 0.001$) and lower mean daily uplifts (0.98 vs 1.01, $t = 2.07$, $p < 0.05$). Overall, mean negative and positive daily life events did not differ significantly by gender.

Multivariate models

Regression estimates are presented in Tables 2 and 3, and full logit models for the purposes of calculating predicted probabilities are provided in online supplementary material. As shown in Table 2, there was a significant main effect of GABRA2 such that carrying the high-risk genotype was associated with a 33% increase in the estimated odds of alcohol dependence ($p < 0.01$). This odds ratio did not change in magnitude or significance when control variables were added to the model (Model II), suggesting that GABRA2 had a direct effect on alcohol dependence rather than an indirect effect through marital status, income, or other covariates. Holding other covariates constant, being a woman (OR = 0.21, $p < 0.001$) was associated with a significant decrease in the estimated odds of alcohol dependence, as was being currently married (OR = 0.71, $p < 0.01$). Also, additional years of education (OR = 0.88, $p < 0.001$) and household income (OR = 0.88, $p < 0.01$) were associated with lower odds of alcohol dependence.

As shown in Model III, there was a significant interaction between gender and genotype ($p < 0.05$) such that carrying the high-risk genotype on GABRA2 had no significant effect on the odds of alcohol dependence among women (OR = 0.94), but was associated with a substantial increase in odds among men (OR = 1.83, $p < 0.001$). The predicted probability of alcohol dependence for men with the low-risk genotype was 0.46, compared to 0.61 for men with the high-risk genotype ($Z = 3.54, p < 0.01$)—a change in predicted probability of 0.15. In contrast, the predicted probability of alcohol dependence for women was 0.17 for those with the low-risk genotype and 0.18 for those with the high-risk genotype. This pattern was very similar in the subsample that excluded probands with alcohol dependence; the change in predicted probability of alcohol dependence associated with genotype for men was 0.13 ($Z = 3.02, p < 0.01$) and there was no change for women.

There were significant associations between daily life events and alcohol dependence (Table 3, Model I). Additional daily hassles were associated with a strong increase in the odds of alcohol dependence (OR = 2.45, $p < 0.001$). Two-way GxE interactions between daily hassles and genotype (not shown) and daily uplifts and genotype were not statistically significant (Model II). The three-way interaction between gender, daily hassles, and
genotype was not statistically significant (not shown). However, the addition of a three-way interaction term in Model III reflected a statistically significant moderation of risk for alcohol dependence by higher levels of daily uplifts only for men who were high risk at GABRA2 ($p < 0.05$). Specifically, for men with the high-risk genotype, additional positive daily experiences were associated with a significant decrease in risk for alcohol dependence (OR = 0.51, $p < 0.05$). However, for men with the low-risk genotype (OR = 0.94) and women with both the high-(OR = 1.02) and low-risk (OR = 0.90) genotypes, uplifts had no significant relationship to the estimated odds of alcohol dependence.

Figure 1 shows predicted probabilities of alcohol dependence from the three-way interaction model presented in Model III of Table 3. There was a strong negative relationship between positive daily life events and alcohol dependence for men with the high-risk genotype at GABRA2 such that the predicted probability of alcohol dependence at the lowest level of uplifts (0) was 0.77, compared to 0.35 at the highest observed level of uplifts in this group (2.5). The difference in predicted probabilities of alcohol dependence at 0 uplifts for men with the low- and high-risk genotypes (0.49 vs 0.76) was statistically significant ($Z = 3.35, p < 0.01$), as was the difference at 1 uplift (0.47 vs 0.62, $Z = 3.62, p < 0.01$). However, differences in predicted probabilities at 2 uplifts (where the lines cross) or more were not statistically significant. In contrast to the pattern observed for men, the differences in predicted probabilities were not significant at any level of uplifts for women.

The three-way interaction results were very similar in the subsample that did not include probands with alcohol dependence ($n = 1,996$). The difference in predicted probabilities of alcohol dependence associated with genotype for men was 0.22 at 0 uplifts ($Z = 2.47, p < 0.01$) and 0.14 at 2 uplifts ($Z = 3.32, p < 0.01$), but never achieved statistical significance for women. The figure of predicted probabilities looked nearly identical to the one presented here except for a modest intercept shift associated with removing a substantial proportion of respondents with alcohol dependence from the sample (available upon request).

**Discussion**

**Summary of results**

These analyses extended previous findings which identified significant GxE associations between GABRA2 and characteristics of the social environment, but suggested that this gene confers risk for alcohol dependence only among men (Pescosolido et al. 2008). The present study was conducted to explore the relationships between alcohol dependence, gender, GABRA2 genotype, and everyday negative and positive experiences in social domains such as family, work, and community. A series of regressions examined main effects of gender, genotype, and negative and positive daily life events, as well as two-way and three-way interactions between (1) gender and genotype; (2) daily hassles/uplifts and genotype; and (3) gender, genotype, and daily hassles/uplifts. Significant main effects of gender and genotype were demonstrated, consistent with previous research using COGA data (Dick et al. 2006a, 2006b; Pescosolido et al. 2008). In addition, everyday hassles were associated with increased risk of alcohol dependence, while positive daily experiences were negatively related.
Models with two-way interaction terms indicated that GABRA2 had a significant effect on alcohol dependence among men, but no influence among women. Also, no significant moderation of genotype by daily hassles or uplifts was identified when effects were held constant across gender, leading to the erroneous conclusion that there were no GxE effects. In contrast, when gender-specific GxE effects were examined (a GxExE effect), a strong and significant negative association between positive daily experiences on risk for alcohol dependence emerged, but only among men with the high-risk genotype at GABRA2. These findings were present in the full COGA sample, and in a subsample that excluded probands with alcohol dependence.

Theoretical implications

Because of the cross-sectional nature of these data, multiple explanations for the association between positive daily experiences and alcohol dependence among men with the high-risk genotype are possible. It is likely that alcohol dependence would lead to a decrease in positive daily experiences for affected individuals (i.e. reverse causation). Likewise, individuals with the high risk genotype might experience fewer positive daily events than those with the low risk genotype because of personality or temperamental characteristics associated with that genotype. We note that there is no association between alcohol dependence and positive daily events for women. If alcohol dependence caused lower levels of positive daily experiences in this sample, this pattern is inconsistent with existing research suggesting that women with alcohol dependence experienced more alcohol related problems than men (Fillmore et al. 1997; Martino et al. 2004; Nolen-Hoeksema and Hilt 2006). However, it is possible that personality characteristics associated with the high risk genotype are gender-specific.

One potential explanatory concept is the existence of an endogenous neurophysiological endophenotype such as central nervous system disinhibition (Porjesz and Rangaswamy 2007). That is, if the mechanism underlying the association between GABRA2 and alcohol dependence is an endophenotype, individuals with the high-risk genotype might be susceptible both to alcohol dependence and to social conditions like divorce, unemployment, and social isolation that are associated with lower levels of positive daily experiences (i.e. a confounding effect). Based on prior research, the disinhibition phenotype is expected to be present to a greater degree in men than women (Cross et al. 2011), but we do note that the high-risk genotype is not associated with lower levels of daily uplifts among women or men without alcohol dependence in the COGA sample. That said, we cannot rule out the possibility that a neurophysiological endophenotype may have contributed to the etiological pathways that produce the observed patterns.

Our results on gender-specific GxE effects are consistent with the disinhibition explanation of alcohol use and the etiology of alcohol dependence. Features of the social environment, including family ties and religion, have been shown to influence alcohol phenotypes, constraining alcohol misuse and opportunities for drinking (Dick et al. 2009; Koopmans et al. 1999; Nilsson et al. 2005). On average, men with high scores on the daily uplifts scale probably perceive themselves as more financially stable, happier in their jobs, and more fulfilled in their relationships and family life compared to those with low scores. The
existence of pleasurable and identity-affirming relationships and responsibilities in day-to-day life likely contributes to a sense of wellbeing and social integration. In other words, though this explanation is speculative, it is possible that these men have much to lose by engaging in problem drinking behaviors. In contrast, men reporting the lowest value for items on the uplifts scale had fewer employment, social, and family obligations and relationships than those reporting higher values. Those who are less involved with or responsible to others do not benefit from the social control functions that social integration provides. For instance, men who are genetically predisposed to behavioral undercontrol may nonetheless be motivated to avoid drinking socially after work and on weekends if they have loving wives and children waiting at home. On the other hand, among men without these external mechanisms of control, the high-risk genotype at GABRA2 is likely to be fully expressed. Conversely, the GxE effect may not be active among women because they are less likely to exhibit internal behavioral undercontrol than men, and their drinking behaviors tend to be less influenced by impulsivity traits (Cross et al. 2011; Rutledge and Sher 2001a). In other words, the disinhibition pathway may be a less relevant mechanism of alcohol misuse in women, effectively eliminating the effects of the interaction between GABRA2 and daily uplifts that is observable in men. Alternatively, feminine gender norms and the stigma associated with excessive drinking for women may serve as more uniform agents of social control against alcohol misuse (Keefe 1994; Nolen-Hoeksema and Hilt 2006), affecting women equally or in ways that do not correlate with genotype or daily uplifts. If true, these gendered forms of social control would suppress the expression of GABRA2 even among those with low levels of positive daily experiences and high genetic risk.

In sum, as suggested by research on gender and addiction, the GxExE findings identified here may be attributable to gender differences in the form and potency of mechanisms underlying disinhibition pathways to alcohol dependence. Men and women differ, on average, in the types of roles they occupy, the social norms associated with those roles, and social constraints and opportunities (Loscocco and Spitze 2007; Simon 1992, 1995). Consequently, etiological pathways involving interactions with the social environment cannot reasonably be assumed to be equal across gender. It may be that the environmental variables that are most likely to trigger or suppress the expression of genetic predisposition to disease are those that have the greatest significance for individuals, and these are likely to vary systematically by gender in our stratified society.

Methodological implications

It is noteworthy from a methodological standpoint that the complex nature of these findings emerged only when gender-specific interactions were examined. The two-way interactions between genotype and the hassles and uplifts scales revealed no significant moderating effects of social environment, underestimating the influence of both genotype and social environment. Moreover, the two-way interactions masked the most important finding—namely, that the gendered nature of etiological pathways produced very different GxE patterns in alcohol dependence for men and women. Thus, gender differences in GxE effectively washed out this effect, leading to an underestimation of this effect and a Type II
error. These results underscore the critical need to consider gender-specific pathways in GxE research, supporting the need for complex models that move beyond the interaction of genotype and only one indicator of the social environment (Shanahan and Hofer 2005). In other words, the role of the environment in moderating the phenotypic expression of genotype is complicated by genetic or social heterogeneity that influences gene–environment interactions (i.e., GxExE).

Evidence even for two-way interactions between gender and genotype has been slow to accumulate in the genetics literature, and replicability is often constrained by methodological issues. When gender-specific genetic effects are examined, the typical strategy is to split the sample and run analyses separately for men and women (Harrison and Tunbridge 2007; Ober et al. 2008). Among the significant limitations of this method is the high likelihood of inferential errors, particularly if the variance or sample size differs across groups (e.g. Ono et al. 2004; Stein et al. 2005). That is, when making group comparisons by estimating separate models, a significant effect of genotype in one gender and an insignificant effect in the other does not necessarily mean that the difference in effect size is statistically significant (Brambor et al. 2006). Moreover, splitting the analysis sample to roughly half its full size reduces statistical power to detect significance, particularly when effects are small (as most SNP effects are). For example, a regression with a main effect powered at 80 % (the accepted minimum level) has only 29 % power to detect an interaction effect of the same size (Brookes et al. 2004). When adjustments are made for multiple testing, statistical power is reduced even further, making it very difficult to detect and replicate significant gender-genotype interactions.

Introducing interaction terms to test group-specific effects overcomes many of the problems associated with running separate analyses by gender. However, these are frequently used incorrectly (Brambor et al. 2006), particularly when employing regression models for binary outcomes common in the biomedical sciences (e.g., the presence or absence of a disease; Allison 1999; Long 2009). Compared to two-way interaction models, three-way interactions are even less well-powered and more difficult to implement and interpret, compounding the problems described above. These issues make it difficult, from a practical standpoint, to examine gender-specific GxE interactions. Given that interaction terms are seldom used at all in the biological or psychological sciences (Patsopoulos et al. 2007), opportunities for interdisciplinary research, cross-fertilization, and replication of these complex effects are currently extremely limited.

**Limitations**

A number of limitations of GxE research using candidate genes (cGxE) have been identified (Duncan and Keller 2011). Notably, publication bias against null GxE results inflates the number of published false positives—a problem that is amplified by the increased power requirements of interaction models relative to main effects. In addition, poorly-understood genotype-to-phenotype pathways render theorized mechanisms of GxE tenuous (Duncan and Keller 2011). Because the sample used in the current study is large and there is substantial variation on the candidate genotype and the outcome of interest (i.e. alcohol dependence) in both genders, concerns about adequate power are minimized. Moreover, the pathways
through which GABRA2 may affect substance abuse and dependence (i.e. impulsivity and stress response) have been theorized and tested (e.g. Dick et al. 2013; Edenberg et al. 2004; Villafuerte et al. 2012, 2013), and these are consistent with the GxE effect presented in this study and GxE effects in previous research (e.g. Dick et al. 2001, 2009, 2013; Nilsson et al. 2005; Pescosolido et al. 2008; Rose et al. 2001). However, because cGxE research poses methodological challenges that limit the replicability of our findings, we view our contribution as largely theoretical. We hope that this research will generate methodological innovation and new hypotheses about the complex interplay between genes, social status, and social environments (Caspi et al. 2010).

In addition, findings from these cross-sectional data are associational, and causality cannot be determined. Though we provide a rationale supporting the presence of a causal pathway that is grounded in the existing literature (e.g. Dick et al. 2013; Edenberg et al. 2004; Villafuerte et al. 2012, 2013), the implications for etiological theories of alcohol dependence are speculative. This study should be replicated in the future using longitudinal samples that measure both genetics and social experiences prior to the development of alcohol dependence.

Also, the GxExE effects examined do not reflect the full complexity of either genetic or social mechanisms in alcohol dependence, and not all theories of addiction have been addressed here. Only one candidate gene out of dozens that have been implicated in genetic predisposition to alcohol dependence was tested, and GABRA2 may be subject to regulation by other genes not examined in this analysis (Enoch et al. 2010; Young-Wolff et al. 2011). Likewise, variables tapping into positive and negative life events do not capture stress and social experiences in adequate depth or breadth. For example, the uplifts scale does not distinguish absence of pleasure from lack of experience in a given role, potentially conflating low social embeddedness and unpleasurable participation (e.g., being unemployed may have different consequences for alcohol use than being employed but dissatisfied with your job). Additionally, uplifts and hassles were reported for the past week, improving accuracy of recall but introducing uncertainty about the degree to which the past week was typical of respondents’ experiences. For these reasons, the GxExE effect reported may be difficult to replicate without a large sample and more precise measurement over longer periods of time. Finally, the extent to which the GxE effect demonstrated in men is consistent with theories of social control and behavioral disinhibition cannot be adequately tested with the COGA data. Thus, future research should systematically explore associations between family and employment characteristics, feelings of social integration and life satisfaction, identity, and alcohol use.

**Conclusion**

Despite a substantial body of literature underscoring the relevance of gendered etiological pathways in alcohol dependence, gender differences are often unaddressed within the existing body of GxE research. The neglect of gender, both theoretically and methodologically, is a major limitation of existing GxE research. Results presented here illustrate that if ignored, gender-differentiated GxE effects can increase the likelihood of null findings and obscure complex interactions between genetic predisposition and gendered
environments and experiences. To realize the full potential of GxE research going forward, it is critical to integrate theories and methodologies from diverse social science and biomedical disciplines.
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Fig. 1.
Predicted probability of alcohol dependence as a function of daily uplifts by GABRA2 genotype (SNP rs279871) and gender$^1$, COGA ($n = 2,281$). $^1n$ by group: female, high-risk = 403; female, low-risk = 873; male, high-risk = 321; male, low-risk = 684
Table 1

GABRA2 genotype (SNP rs279871) and daily hassles and uplifts by gender and affection status (DSM-IV alcohol dependence), COGA (2,281)

<table>
<thead>
<tr>
<th></th>
<th>All n (%)</th>
<th>Affected n = 807 (36 %)</th>
<th>Unaffected n = 1,474 (65 %)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>X^2</td>
<td>n (%)</td>
</tr>
<tr>
<td>High risk genotype</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>724 (32)</td>
<td>287 (36)</td>
<td>437 (30)</td>
</tr>
<tr>
<td>Men</td>
<td>403 (32)</td>
<td>116 (34)</td>
<td>378 (34)</td>
</tr>
<tr>
<td>Currently married</td>
<td>1,555 (53)</td>
<td>388 (48)</td>
<td>902 (61)</td>
</tr>
<tr>
<td>Women</td>
<td>739 (58)</td>
<td>132 (45)</td>
<td>607 (62)</td>
</tr>
<tr>
<td>Men</td>
<td>551 (55)</td>
<td>256 (50)</td>
<td>295 (60)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>m (sd)</th>
<th>t</th>
<th>m (sd)</th>
<th>t</th>
<th>m (sd)</th>
<th>t</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>40.56 (14.77)</td>
<td>39.79 (12.96)</td>
<td>40.97 (15.67)</td>
<td>1.82</td>
<td>18.00–84.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>40.30 (14.50)</td>
<td>0.94</td>
<td>37.55 (10.70)</td>
<td>3.76***</td>
<td>41.12 (15.37)</td>
<td>−0.52</td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>40.88 (15.11)</td>
<td>41.09 (13.95)</td>
<td>40.67 (16.25)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education (years)</td>
<td>13.58 (2.30)</td>
<td>13.12 (2.28)</td>
<td>13.83 (2.27)</td>
<td>7.17***</td>
<td>4.00–17.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>13.52 (2.22)</td>
<td>1.45</td>
<td>13.04 (2.20)</td>
<td>0.76</td>
<td>13.67 (2.21)</td>
<td>4.08***</td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>13.66 (2.40)</td>
<td>13.17 (2.33)</td>
<td>14.18 (2.37)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HH income ($10K)</td>
<td>53.33 (40.50)</td>
<td>46.78 (39.09)</td>
<td>56.93 (40.83)</td>
<td>5.76***</td>
<td>0.50–175.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>53.00 (39.50)</td>
<td>0.45</td>
<td>43.68 (34.60)</td>
<td>1.71</td>
<td>55.80 (40.46)</td>
<td>1.50</td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>53.77 (41.76)</td>
<td>48.56 (41.38)</td>
<td>59.17 (41.50)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily hassles</td>
<td>0.69 (0.40)</td>
<td>0.76 (0.41)</td>
<td>0.66 (0.40)</td>
<td>−5.77***</td>
<td>0.00–2.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>0.71 (0.40)</td>
<td>−1.81</td>
<td>0.81 (0.39)</td>
<td>−2.78**</td>
<td>0.68 (0.39)</td>
<td>−2.47*</td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>0.68 (0.41)</td>
<td>0.73 (0.41)</td>
<td>0.62 (0.40)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily uplifts</td>
<td>1.00 (0.45)</td>
<td>0.97 (0.45)</td>
<td>1.01 (0.46)</td>
<td>2.07*</td>
<td>0.00–2.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>1.00 (0.43)</td>
<td>−0.46</td>
<td>0.98 (0.42)</td>
<td>−0.49</td>
<td>1.01 (0.43)</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>0.99 (0.48)</td>
<td>0.96 (0.47)</td>
<td>1.02 (0.49)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table presents n (%) and X^2 for categorical variables and mean (standard deviation) and t for continuous variables; Median hassles = 0.63, Possible range = 0–3; Median uplifts = 0.96, Possible range = 0–3

* p < 0.05;
** p < 0.01;
Table 2
Random-effects logistic regression of alcohol dependence on GABRA2

<table>
<thead>
<tr>
<th></th>
<th>Model I OR (95% CI)</th>
<th>Model II OR (95% CI)</th>
<th>Model III OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High risk genotype</td>
<td>1.33 (1.07–1.64)**</td>
<td>1.31 (1.04–1.66)*</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>0.21 (0.17–0.26)***</td>
<td>0.26 (0.20–0.34)***</td>
<td></td>
</tr>
<tr>
<td>Age (10 years)</td>
<td>0.94 (0.87–1.01)</td>
<td>0.94 (0.87–1.01)</td>
<td></td>
</tr>
<tr>
<td>Education (years)</td>
<td>0.88 (0.84–0.93)***</td>
<td>0.88 (0.84–0.93)***</td>
<td></td>
</tr>
<tr>
<td>Currently married</td>
<td>0.71 (0.56–0.91)**</td>
<td>0.70 (0.55–0.90)**</td>
<td></td>
</tr>
<tr>
<td>Log of HH income ($10K)</td>
<td>0.88 (0.80–0.96)**</td>
<td>0.88 (0.81–0.96)**</td>
<td></td>
</tr>
<tr>
<td>Interaction</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High risk genotype* female</td>
<td></td>
<td>0.94 (0.68–1.31)</td>
<td></td>
</tr>
<tr>
<td>High risk genotype* male</td>
<td></td>
<td>1.83 (1.33–2.54)***</td>
<td></td>
</tr>
<tr>
<td>Intra-class correlation</td>
<td>0.18</td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td>Wald $X^2$</td>
<td>6.80**</td>
<td>242.00***</td>
<td>247.18***</td>
</tr>
</tbody>
</table>

Genotype (SNP rs279871), gender, and socio-demographic controls, COGA ($n = 2,281$). Age units are tens of years to facilitate interpretation.

* $p < 0.05$;  
** $p < 0.01$;  
*** $p < 0.001$
Table 3
Random-effects logistic regression of alcohol dependence on the interaction of GABRA2 genotype (SNP rs279871), gender, and daily uplifts, COGA (n = 2,281)

<table>
<thead>
<tr>
<th></th>
<th>Model I OR (95% CI)</th>
<th>Model II OR (95% CI)</th>
<th>Model III OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High risk genotype</td>
<td>1.29 (1.02–1.62)*</td>
<td>1.66 (0.96–2.84)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>0.20 (0.16–0.25)***</td>
<td>0.20 (0.16–0.25)***</td>
<td>0.26 (0.14–0.48)***</td>
</tr>
<tr>
<td>Age (10 years)</td>
<td>0.97 (0.90–1.05)</td>
<td>0.97 (0.90–1.05)</td>
<td>0.97 (0.89–1.05)</td>
</tr>
<tr>
<td>Education (years)</td>
<td>0.87 (0.83–0.92)***</td>
<td>0.87 (0.83–0.92)***</td>
<td>0.87 (0.83–0.92)***</td>
</tr>
<tr>
<td>Currently married</td>
<td>0.68 (0.53–0.87)**</td>
<td>0.68 (0.53–0.87)**</td>
<td>0.67 (0.52–0.86)**</td>
</tr>
<tr>
<td>Log of HH income ($10K)</td>
<td>0.91 (0.83–0.99)*</td>
<td>0.91 (0.83–0.99)*</td>
<td>0.91 (0.83–0.996)*</td>
</tr>
<tr>
<td>Daily hassles</td>
<td>2.45 (1.86–3.23)***</td>
<td>2.46 (1.86–3.24)***</td>
<td>2.47 (1.87–3.26)***</td>
</tr>
<tr>
<td>Daily uplifts</td>
<td>0.85 (0.67–1.08)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interactions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uplifts* high risk genotype</td>
<td>0.77 (0.47–1.27)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uplifts* low risk genotype</td>
<td>0.92 (0.69–1.23)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High risk genotype* female</td>
<td></td>
<td>0.79 (0.35–1.77)</td>
<td></td>
</tr>
<tr>
<td>High risk genotype* male</td>
<td></td>
<td>3.30 (1.54–7.06)***</td>
<td></td>
</tr>
<tr>
<td>Uplifts* female* high risk genotype</td>
<td></td>
<td>1.02 (0.56–1.87)</td>
<td></td>
</tr>
<tr>
<td>Uplifts* male* high risk genotype</td>
<td></td>
<td>0.51 (0.28–0.91)*</td>
<td></td>
</tr>
<tr>
<td>Uplifts* female* low risk genotype</td>
<td></td>
<td>0.90 (0.58–1.38)</td>
<td></td>
</tr>
<tr>
<td>Uplifts* male* low risk genotype</td>
<td></td>
<td>0.94 (0.64–1.37)</td>
<td></td>
</tr>
<tr>
<td>Intra-class correlation</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
</tr>
<tr>
<td>Wald $\chi^2$</td>
<td>263.18***</td>
<td>263.87***</td>
<td>269.92***</td>
</tr>
</tbody>
</table>

OR odds ratio, CI confidence interval

* $p < 0.05$;
** $p < 0.01$;
*** $p < 0.001$