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Abstract

In parallel with the implementation of information and communications systems, health care organizations are beginning to amass large-scale repositories of clinical and administrative data. Many nations seek to leverage so-called Big Data repositories to support improvements in health outcomes, drug safety, health surveillance, and care delivery processes. An unsupported assumption is that electronic health care data are of sufficient quality to enable the varied use cases envisioned by health ministries. The reality is that many electronic health data sources are of suboptimal quality and unfit for particular uses. To more systematically define, characterize and improve electronic health data quality, we propose a novel framework for health data stewardship. The framework is adapted from prior data quality research outside of health, but it has been reshaped to apply a systems approach to data quality with an emphasis on health outcomes. The proposed framework is a beginning, not an end. We invite the biomedically informed community to use and adapt the framework to improve health data quality and outcomes for populations in nations around the world.
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Introduction

Health care organizations globally are increasingly adopting and using health information and communications technologies (ICT) to collect, store, manage, and analyze data on patients and populations. In the latest surveys of providers in the United States, 26% of physicians and 15% of hospitals indicate usage of a basic electronic health record (EHR) system [1, 2]. A recent analysis of low- and middle-income country data from the Center for Health Market Innovations reveals that of the health programs reporting use of ICT: 42% use technology to extend geographic access to health care, 38% to improve data management, and 31% to facilitate communication between patients and physicians outside the physician’s office [3]. The Commonwealth Fund recently reported that ICT adoption and usage among primary care providers is also increasing in 10 high-income nations [4].

In parallel with growing adoption and use of ICT, health care organizations are developing and utilizing data warehouses to integrate and analyze the electronic data they now systematically capture and manage using EHR and other clinical systems [5, 6]. Clinical data warehouses deployed across clinics, hospitals and entire health systems are amassing large data sets ushering in an era of "Big" medical data.

Given the increasing availability of data warehouses and a shift towards 'Big data,' many countries are developing strategies to extract and analyze large-scale electronic data for a variety of uses including but not limited to bio-surveillance, quality reporting, comparative effectiveness research, translational research and health services research [7, 8]. For example, initiatives such as the Learning Health System advanced by the U.S. Institute of Medicine [9] aim to use large-scale clinical and administrative data sets to develop, implement, and evaluate new interventions aimed at improving health outcomes, enhancing care-delivery efficiencies, and reducing health disparities. However, leveraging such large-scale clinical and administrative data sets assumes that the data are of sufficient quality to enable valid, generalizable conclusions about health outcomes, drug safety, emerging health threats, and efficiency of care-delivery.

Quality of Electronic Health Data

We define data quality (DQ) as a set of dimensions relating to how well data are 'fit-for-use' by data consumers [10, 11]. In other words, data are of high quality if they are fit for their intended uses in operations, decision-making, and planning [12]. Most research about DQ involves four dimensions: accuracy, completeness, consistency, and timeliness. Typical DQ issues encountered include inaccurate data, inconsistencies across data sources, and incomplete (or unavailable) data necessary for operations or decisions [13]. While evidence on the impact of DQ issues is sparse, estimates of impacts include: up to 40-60% of a service organization’s expenses consumed as a result of poor data; poorer decisions that take longer to make; lower data consumer satisfaction with information systems; and increased difficulty in reengineering work and information flows to improve service delivery [13].
The biomedical literature documents numerous examples where the quality of electronic health data is suboptimal. A study by Kaboli et al. compared electronic pharmacy data with the medications actually taken by patients [14], concluding that only 1-in-20 patients had perfect agreement between their computerized medication profile and what they were actually taking. Liaw et al. examined the completeness and accuracy of emergency department information system (EDIS) data for identifying patients with select chronic diseases (e.g., Type 2 diabetes mellitus, cardiovascular disease, chronic obstructive pulmonary disorder). The researchers found that information on the target chronic diseases was missing from EDIS discharge summaries in 11-20% of cases [15]. Furthermore, an audit of discharge summaries could only confirm up to 61% of diagnoses found in a query of the EDIS for the target conditions. This has implications for correctly identifying patients for research or quality measurement or to prevent re-admissions.

Dixon et al. analyzed electronic laboratory data for positive cases of communicable disease transmitted from multiple hospital information systems [16]. The researchers found low completeness for a number of data fields critical to public health surveillance processes. Further, McGinnis et al. found that completeness and accuracy vary even when the electronic data sources are managed by the same health system [17]. The study compared two databases maintained by the U.S. Department of Veterans Affairs (VA). Each database extracted data from laboratory tests performed by the VA. However, the databases differed in their completeness and accuracy of data for certain lab tests in a cohort of HIV positive veterans.

Finally, a review by Chan et al. examined the quality of electronic data used for quality measurement [18]. Completeness of electronic data varied "substantially across studies" ranging from 0.1% - 51% for blood pressure; 10% - 38% for smoking status. Omission rates for medication lists varied from 27% in oncology to 53% for primary care patients. Missing data ranged between 24% and 38% for LDL; 3% and 31% for blood pressure; and 5% and 23% for HbA1c.

The studies mentioned here are only a sample of the documented examples of suboptimal data quality in EHRs and other health ICT systems. The studies range across use cases in biomedical informatics, spanning quality measurement to population health to translational informatics studies.

Despite a growing body of evidence pointing to suboptimal quality of the clinical and administrative data being collected, managed and used by various health ICT systems, a comprehensive framework for methodologically examining electronic health DQ is lacking. We believe that to effectively realize the vision set forth by the IOM and other nations, which seek to leverage growing volumes of Big Data to improve clinical and health system outcomes, the biomedical informatics community must embrace and advance a common framework for describing, measuring, and analyzing the quality of electronic health data.

In the remainder of this paper, we propose a novel framework for electronic health data stewardship adapted from the established data quality management literature in business and government. We then describe a vision for applying the framework to advance electronic data and systems toward improved outcomes in every nation.

Review of Data Quality Scholarship

Poor data quality is common and affects all industries and organizations that employ information systems [10]. Therefore, a number of DQ management researchers outside of health care have examined the challenge of data stewardship in business and government. A review by Batini et al. reported that there are 13 distinct methodologies for defining, implementing, and evaluating a DQ strategy for an organization [11]. We briefly review two methodologies: the original framework proposed by Wang [19] and a modern derivation of the same model adopted for large-scale computing [20]. These models were selected as exemplars because they have been used and extended in numerous articles in information systems and computing literature, which suggests that they are more widely accepted than other models.

The first general methodology for DQ was designed as an extension of the principles of Total Quality Management, which seeks to eliminate discrepancies between the output of the system and customers’ requirements by reengineering processes. The framework defined a cycle involving four phases. The first phase focused on defining information system functions and DQ requirements. The second phase focused on measuring information quality. The third phase analyzed metrics for causes of error in poor quality. The final phase identifies strategies and techniques (reengineering) to be implemented to address the identified errors.

Total Data Quality Management (TDQM) has served as the basis for a variety of other data quality methodologies in business, education, and government. The recent iteration of TDQM, described by Batini et al. [20], updates the original framework to account for evolutionary changes in the ICT infrastructure since the original model was proposed in the late 1980s. This new framework, called Heterogeneous Data Quality Methodology (HDQM), incorporates techniques for data that are no longer stored in a centralized, enterprise database but are now spread across disparate data sources in a network or cloud infrastructure. HDQM considers three distinct types of data to be particularly relevant to biomedical informatics: structured data, semi-structured data, and unstructured data.

HDQM follows a three-stage approach to improving DQ. The first phase, state reconstruction, characterizes DQ problems and dimensions. The second phase assesses an organizational unit, measuring DQ dimensions. The final phase selects an optimal improvement process for addressing problems identified through measurement in the second phase.

Framework for Electronic Health Data Quality

While TDQM and HDQM provide models for defining the dimensions of DQ, measuring DQ, and proposing solutions to address DQ deficiencies, these models are largely generic, focus on process, and fail to explicitly relate external outcomes (e.g., improved health) to DQ—a criticism of many informatics studies [21]. In health care, information processes (e.g., ordering medication using a computerized provider order entry system) are intrinsically linked to care processes and outcomes. Therefore we have developed a variant of HDQM that uses a systems approach to link DQ processes and measures to patient and population health outcomes (Figure 1).
In the Health Data Stewardship (HDS) framework, four phases iteratively advance the ability to define, characterize, measure, and improve health DQ and health outcomes. The framework further focuses on various dimensions of DQ, including technical (e.g., network outage that prevents an HL7 message from being received), human (e.g., laboratory technician failed to set the abnormal flag for a communicable disease result), and organizational (e.g., hospital A does not permit transmission of mental health consults in continuity of care documents it sends to hospital B), applying a systems approach (people, organizations, informatics) to understanding factors that lead to improved DQ and subsequently better health outcomes. By emphasizing systems and outcomes the model embodies stewardship, an ethos of responsibility for managing resources to ensure sustainability. The model seeks to improve DQ to enable fit-for-purpose across the spectrum of uses envisioned for electronic health data.

In the first phase, use-cases are defined that explicitly model information flow, business processes, and data elements necessary to support activities such as communicable disease reporting. Data element characteristics are defined with respect to their fit with user and system needs, enabling a clear definition of fit-for-use. Pitfalls and challenges to high quality data are also enumerated. Information needs and system requirements can be gathered using a variety of methods, including but not limited to focus groups, user surveys, or structured interviews. Prior work has shown that various use cases in clinical and public health present different data needs. Population surveillance, for example, has a low dependency on complete data on the providers involved in health care transaction; whereas public health reporting processes are dependent on such detail to enable case investigation follow-up. Support for various use cases is a unique aspect of this framework, accommodating known and unforeseen uses of electronic health data.

In the second phase, a strategy is defined for characterizing and measuring DQ. The strategy will largely be dictated by the technical aspects of DQ. Communicable disease epidemiologists, for example, may elect to focus on completeness, timeliness, and accuracy as the three dimensions of DQ most germane to public health surveillance. Metrics for these dimensions are enumerated, and baseline quality of electronic data is measured. Metrics can be quantitative in nature, such as the percentage of complete fields or reports received from physician practices. They may also be qualitative, whereby epidemiologists are asked whether or not they perceive arriving data from EHR systems to be adequate. Mixed methods may also be appropriate for examining quantitative and qualitative aspects of DQ. The assessment will identify where data are not a good fit-for-use.

In the third phase, strategies to improve the quality of electronic health data are defined and implemented. For communicable disease case information, health departments may elect to notify providers where their completeness or timeliness is suboptimal. The health ministry may further request or require care providers to change how they collect or report data. They may also suggest methods or tools to enhance data capture or reporting. This phase also involves monitoring progress towards the improvement of DQ. Phases 2 and 3 allow for iteration, meaning that they can be repeated over time to enhance or incrementally improve health DQ.

In the fourth phase, improvements to both electronic health data quality and health outcomes are emphasized. Better quality data in communicable disease case reports, for example, may translate into improved efficiencies for the health ministry. Improved data accuracy may produce fewer false positive and false negative signals [22], which in turn leads to more effective use of ministry resources (people, funding) in response to emerging health threats identified by the enhanced surveillance system and associated processes. Linkages between improvements in DQ and health outcomes will be defined using theoretical models in prior research as well as novel associations that can be validated through observational studies. The key to this framework is that health outcomes are not afterthoughts but defined a priori and linked to use-case driven DQ given the importance data play in clinical and population health decision-making processes. Outcomes and evidence will also be disseminated in this phase to both stakeholders (e.g., health minister, physician leadership) as well as the broader biomedical informatics community. Dissemination may advance research on improving health outcomes, or it may more narrowly focus on methods and tools for improving the quality of electronic health data.

**Discussion**

Given the increasing reliance on health ICT to deliver care around the globe, there is a clear need for the biomedical community to address the challenge of electronic DQ. In this paper we have proposed a novel framework for defining, assessing, monitoring, and improving both the quality of electronic health data and subsequent outcomes for patients and populations. The model is derived from prior work in electronic commerce and government that defined methods and processes for enumerating DQ and improving processes that collect, manage, and query data in large-scale information systems. However, the framework described here extends beyond existing models by providing a connection to health outcomes and by using a systems approach to address technical, human, and organizational challenges that affect quality.

Now is the time for a framework to catalyze change. Numerous examples in the biomedical literature demonstrate that data from health ICT have a wide range of DQ challenges including incomplete data, lack of currency (timeliness), and inaccuracy. These are serious issues that need to be addressed given the growing number of health care system stakeholders and services that rely on electronic data to inform healthcare and policy decisions. Poor decisions made at any level of the health system may negatively impact patient and population health.
The HDS framework offers a vision for future research and development in the area of electronic health DQ. Existing knowledge has come from projects that sought to use health data for particular purposes and found the data to be unfit for the target purpose. Future work using the framework is likely to occur in the following areas: 1) application across multiple use cases; 2) discovery of new DQ dimensions and methods; 3) development of automated tools to support monitoring and improvement in clinical and public practice; and 4) evidence on how DQ improvements lead to better health outcomes.

Applying the framework
A first step is applying the framework across the spectrum of biomedical informatics. Use cases in various health system domains will need to be articulated and defined. Some use cases have been explored in the existing literature, such as quality performance and public health reporting [16, 18], yet there are additional use cases to consider. Furthermore, the biomedical informatics community will need to fully define the purpose of use for electronic health data and identify users' information needs within each use case. Systematic reviews may offer insight into DQ issues raised in efforts that have used electronic data. Additional methods, including user surveys, focus groups or interviews, may be desired to collect information needs across a hospital network, region, or nation.

Initial efforts in public health informatics by Kirbiyik and Dixon serve as examples of this type of activity [23, 24].

After developing use cases, researchers should assess intrinsic quality of electronic health data. We anticipate that existing, common dimensions and measures of quality (e.g., accuracy, timeliness and completeness) extracted from the TDQM literature will be readily applicable for many health system use cases. This has been done previously in a limited number of studies. For example, timeliness has been used as a key metric for evaluating the quality of a surveillance system in public health [25, 26]. Further assessment of existing dimensions and metrics will enable refinement of estimates and could drive consensus regarding the quality challenges that should be prioritized for resolution by the informatics community.

Innovation in DQ dimensions and methods
We further hypothesize that an important opportunity for innovation lies in developing additional dimensions and measures of quality that may emerge as useful or appropriate for evaluating electronic health data. Researchers exploring health system use cases will likely discover novel or adapted metrics for assessing DQ through the application of the proposed framework. For example, the informatics community may consider the use of two emerging metrics from the public health surveillance community: information entropy and change point analysis [27, 28].

Entropy measures uncertainty and characterizes the density of the information contained in a message (e.g., chief complaint, physician note, qualitative laboratory result). Recently Grannis et al. examined the information entropy of chief complaints entered into Emergency Department information systems used in over 100 hospitals [28]. The analysis revealed that information content varied by surveillance syndrome, yet intra-organizational entropy was consistent. The researchers also found that a shift in entropy can detect events such as the implementation of a new hospital registration system.

Change point analysis techniques characterize the level of change observed in a data stream over time. Sell et al. recently examined chief complaints from 49 emergency departments [29]. Counts in the number of words entered in chief complaint fields were used to examine changes to syndrome categories and hospital information systems. Painter et al. used a Bayesian change point technique to examine syndromic surveillance record counts from a network of hospitals across the United States [30]. The analysis identified outliers, which indicated shifts in system transmission rates or offline status.

Development of informatics tools
Once measures are defined and can assess health data and ICT systems, the focus will shift towards developing strategies and informatics tools to improve health DQ. The workflow associated with chief complaint data entry may need to be re-engineered, or a system process that transforms data from a local EHR system prior to transmission to a clinical data warehouse may need to be modified. Strategies for improving DQ will be challenging given that changes to human data entry and inter-organizational data exchange activities may require significant time and effort when scaled to regional or national levels. Therefore strategies will need to be carefully planned and implemented, and their impact measured and monitored.

In addition to process redesign, informatics researchers will need to develop ICT tools to support ongoing in situ assessment, analysis, and monitoring of DQ over time. We perceive a paucity of off-the-shelf tools to support DQ assessment and monitoring in current real-world health settings. Tools that can easily integrate into an EHR system or other health ICT, especially low resource settings, will be required to enable health information systems personnel to operationalize DQ monitoring and improvement. Not every effort to improve DQ will be academic, so translation of knowledge to operational partners will be critical for sustained improvement.

Development of an evidence base
Last but not least, the community will need to measure short and long-term impacts of DQ interventions on patient and population outcomes. Currently there is little evidence linking DQ improvements to health system improvement. As the community develops its capacity to measure and improve DQ, research must be done to build an evidence base to support the theory of HDS. Studies must be designed appropriately to control for confounders, and promising strategies must be repeated in multiple sites for validation. This can begin within integrated delivery networks and health information exchange initiatives then grow to ministries and across nations. A strong evidence base will encourage adoption of process and technical changes necessary to improve DQ and population health.

The proposed framework represents the first step of a thousand mile journey. While the journey is long, confronting DQ challenges has the potential to significantly improve many aspects of health care delivery and the sub-disciplines in biomedical informatics. We invite feedback on the proposed framework, and we look forward to dialogue with the community on how it can be used to improve the quality of electronic health data.

Conclusions
Health systems must examine electronic DQ in a systematic fashion to realize the goals of national ICT programs. We have proposed a model for discussion within the biomedical informatics community. Together as an international community of scholars, we must work to advance the framework, applying it to information systems at every level of a nation's health in-
formation infrastructure to characterize DQ and develop innovations for improving and sustaining DQ in the long term.
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