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Abstract We propose, for the first time, a trustworthy acceptance metric and its
measurement methodology to evaluate the trustworthiness of AI-based systems used
in decision making in Food Energy Water (FEW) management. The proposed metric
is a significant step forward in the standardization process of AI systems. It is essen-
tial to standardize the AI systems’ trustworthiness, but until now, the standardization
efforts remain at the level of high-level principles. The measurement methodology
of the proposed includes human experts in the loop, and it is based on our trust
management system. Our metric captures and quantifies the system’s transparent
evaluation by field experts on as many control points as desirable by the users. We
illustrate the trustworthy acceptance metric and its measurement methodology us-
ing AI in decision-making scenarios of Food-Energy-Water sectors. However, the
proposed metric and its methodology can be easily adapted to other fields of AI
applications. We show that our metric successfully captures the aggregated accep-
tance of any number of experts, can be used to do multiple measurements on various
points of the system, and provides confidence values for the measured acceptance.
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1 Introduction

Despite so many advantages of AI systems and their uses, these systems sometimes
directly or indirectly harm the users and society. It has become essential to make
these systems safe, reliable, and trustworthy. Lately, trustworthy AI has been gain-
ing increasing attention from governments, organizations, and scientific communi-
ties. So European Union (EU) has proposed ethnic guidelines and laws [50] for
trustworthy AI to govern and facilitate the development and working of AI systems
[13]. DARPA [15] also launched an XAI program, whose motive was to make these
AI systems explainable and trustworthy. Garter estimates that 30% of all the digi-
tal products that use AI will require a trustworthy AI framework by 2025 [6], and
86% of users will trust and remain loyal to companies that use ethical AI principles
[4]. So, developing AI systems using a trustworthy framework has become a neces-
sity for today’s society. Furthermore, there are various recent studies on developing
trustworthy and explainable algorithms and AI [41, 29, 28, 49, 40, 19, 42, 55]. Kaur
et al. [23] surveyed similar approaches that aimed to create trustworthy and explain-
able AI systems.

And as AI technologies mature, they have to follow the natural process that all
established technologies have gone through, standardization. Among many advan-
tages, standards allow manufacturers and users to speak the same language, enable
the users to check the quality of products on the market, reduce the legal liability
of manufacturers and providers, etc. Already ISO, an organization that deals with
standardization, has presented different approaches to establish trust in AI systems
using fairness, transparency, accountability, and controllability [20]. However, such
works remain at the level of high-level principles. What is needed is to develop met-
rics and measurement procedures to establish standards for trustworthy AI [27]. We
envision that in the future, various agencies will use such metrics to certify AI-based
solutions, similarly as FDA certifies medications and treatments. For this reason, in
this paper, for the first time, we propose a concrete metric, trustworthy acceptance,
and its measurement methodology. Our metric captures and quantifies the system’s
transparent evaluation by field experts.

In this paper, we use the following definition: Trustworthy AI is a framework to
ensure that a system is worthy of being trusted concerning its stated requirements
based on the evidence. It makes sure that the users’ and stakeholders’ expectations
are met in a verifiable way [20]. Furthermore, for the time being, AI lacks many
aspects of human intelligence, including meaning, multidimensional data beyond
the set used for algorithm training, meaningful causality, ethics, etc. Therefore, AI
systems should complement and empower humans without replacing them. This is
the essential requirement to make AI trustworthy. And for this reason, when devel-
oping the proposed metric and corresponding measurement procedures, we include
human experts in the loop. Our contributions can be summarized as follows:

• We propose in Section 4 a trustworthy acceptance metric for the evaluation of
the acceptance of AI-based systems by field experts.
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• The measurement procedure for the proposed metric is described in Section 4 and
is based on the concept of a distance acceptance approach that is adaptable to a
wide range of systems. In addition to the acceptance value, our metric provides
the confidence of the acceptance.

• Our metric utilizes the trust of the experts in the given context, managed by our
trust system, summarized in Section 3.

• Our metric can be measured in many points of the system in order to reach an
assessment of the whole system, as discussed in Sections 4 and 5.

• Finally, in Section 5, we illustrate the application of our trustworthy acceptance
metric and its measurement methodology using three systems for environmental
decision making.

2 Related Work

As part of our daily lives, decision-making is also an essential element of processes
of the most significant fields such as economics, finance, healthcare, and the envi-
ronment. Kambiz [21] explained the importance of decision makings in such fields
by giving examples of the crucial results caused by erroneous or dissatisfactory de-
cisions such as the world economic crisis. He indicated that the difficulty of making
such critical decisions relies on their complex nature and the involvement of mul-
tiple stakeholders who can have different expertise, background, perspectives, or
maybe even competing for objectives.

As it is possible and common in some areas to have experts as stakeholders,
there is a need to have a consensus mechanism for such decision makings. Dong
and Xu [11] proposed approaches to minimize the modifications to the solutions
that the experts propose at each round of the decision making. Furthermore, Hegsel-
mann and Krause [17] investigated the consensus reaching mechanisms of decision
makings involving agents with different behaviors in both mathematical modelings
and computer simulations. Similarly, Babbar-Sebens and Minsker [3] proposed a de-
sign employing an algorithm for the utilization of expert feedback for an improved
optimization in the environmental field. These studies clearly show a considerable
need for methods and frameworks for advanced decision-making, especially for the
ones where humans and machines need to collaborate for superior results.

Trust has long been a concept that is believed to be an essential part of the
decision-making process especially involving multiple stakeholders. It has been
shown that the utilization of trust contributed to the integrative behavior and helped
disruptive activities to decline [14, 18, 25]. There has been multiple studies [52, 32,
31, 30] and surveys [53, 10, 33] discussing trust management and its frameworks.
In [39], a trust management framework based on measurement theory is proposed
for online social communities. There are several applications of this framework,
such as stock market prediction with Twitter data [37]. Other examples include
trust management in social networks [54], cloud computing [34, 35], internet of
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things [36, 38], healthcare [8, 9], emergency communications [12], and detection of
crime [24] and fake users [22].

In the environmental field, Alfantoukh et al. [1, 2] proposed a model for wa-
ter allocation problem and a more generic model for consensus reaching problem
involving trust. We introduced a trust-based decision support system for natural re-
source sharing problems in Food-Energy-Water sectors [48]. Also, we presented the
enhanced versions of our system utilizing discrete and precomputed solutions [43],
game-theoretical approach [44], and scenarios with different evaluation criteria [45].
Furthermore, we presented the role of trust sensitivity of actors in environmental
trust-based decision-making scenarios [47].

When computers make decisions, the liability of the decisions becomes a signif-
icant issue. Therefore, it requires a comprehensive testing process before deploying
and utilizing such systems, which brings the acceptance of a system in the picture.
Although there are studies to reach a desired level of acceptance, proposals could be
concentrated on revealing and satisfying the needs of the users [26]. Also, there are
studies to model users’ desire to use such AI-based systems [16]. One of the most
critical areas that we need the high acceptance of is healthcare, where trust between
doctors and computerized systems is highly crucial [51]. In [24], it has been shown
that in decision makings involving both humans and computers, there is no exact
winner when considering all scenarios of crime detection, which opens the door
for collaboration for more significant results. Similarly, in [22], AI-based fake user
detection gave better results when it utilized the community’s preferences.

3 Trust Management Framework

We summarize here our measurement theory-based trust management framework
[39], because the new metric and its methodology are based on this framework.
Trust defined in this framework has two main parameters: impression, m, and con-
fidence, c. Impression represents the level of trust from one party to another, while
confidence is the degree of certainty of the impression. Impression calculation is
done by averaging the measurements, as shown in Eq. 1 whereas the confidence is
calculated related to the standard error of the mean as shown in Eq. 2. In these for-
mulas, mA:B, cA:B, and rA:B

i are the impression, confidence, and a measurement from
A to B.

mA:B =
∑

N
i=1 rA:B

i
N

(1)

cA:B = 1−2

√
∑

N
i=1(mA:B − rA:B

i )2

N(N −1)
(2)

Another essential feature of this framework is to anticipate the trust even without
communication between two parties. It supports the propagation methods, namely
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transition and aggregation, to assess trust between two entities that are connected
through third-party nodes. Ruan et al. [39] proposed several trust propagation meth-
ods and provided their error propagation functions. For aggregation, we selected
the averaging method, as shown in Eq. 3, and provided its error formula in Eq. 4. In
these formulas, S represents the source, D is the destination, and T s are the transitive
nodes.

mSD
T1

⊕mSD
T2

=
mSD

T1
+mSD

T2

2
(3)

eSD
T1

⊕ eSD
T2

=

√
1
22 ((e

SD
T1
)2 +(eSD

T2
)2) (4)

4 Trustworthy Acceptance Metric and its Methodology

This section describes the methodology of our trustworthy acceptance metric. We
assume that an AI based system generates sets of solutions that a group of experts
will evaluate. Each expert has its own set of solutions to evaluate. Part of each set
of solution is a reference, optimal solution and some sub-optimal solutions, based
on the trade-offs and the criteria applied by the system. Experts might chose the
optimal solution or another sub-optimal solutions, based on their expertise, as shown
in Fig. 1.

Fig. 1 Experts evaluate and select solutions from the set generated by the AI system.

Acceptance is based on and inversely related to the distance between the pro-
posals of two parties. Distance is measured using the Euclidean distance formula,
where each parameter of a proposed solution becomes a dimension. In other words,
solutions can be considered as vectors when measuring the distance. After normal-
izing the each dimension, we also normalize the final distance where the maximum
distance becomes 1. Also, distances are always non-negative. An example of the
distance between n-dimensional solutions S and T , represented as dT

S , is shown in
Eq. 5 where Si and Ti are the values of the dimension i of each solution.
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dT
S =

√
∑

n
i=1 (Si −Ti)2

n
(5)

Acceptance is measured as shown in Eq. 6 where Ae is the acceptance of the ex-
pert e, S is the solution selected by the expert, and T is the reference point, optimal
solution. In this case, acceptance is also in the same range of distance which is [0,1].
Although the distance is bidirectionally the same, we usually stress the acceptance
of the system evaluated by the expert. Therefore, if a system fails to provide appro-
priate solution alternatives close enough to the reference point, it is appropriate for
experts to reject the system or rate it with lower acceptance.

Ae = 1−dT
S (6)

We consider each acceptance as a trust assessment. Since it is possible to evaluate
the acceptance of a system by multiple experts, we use our trust system, see Sec. 3,
to aggregate the individual acceptances of experts weighted by their trust as shown
in Eq. 7 where k is the number of experts. Similarly, we find the confidence of the
acceptance measurements by calculating the population standard error of the mean
as shown in Eqs. 8 and 9. We used the regular standard deviation formula instead of
the weighted one for simplicity.

TwA =
∑e AeTe

k
(7)

SETwA =

√
∑e (TwA −Ae)2

n
(8)

cTwA = 1−2(SETwA) (9)

With these two values, the weighted mean acceptance and the confidence, we
have our trustworthy acceptance metric, (TwA,cTwA). It is also possible to have mul-
tiple sample measurements to evaluate a system’s acceptance by the same group of
experts. In this case, again we use our trust system for aggregation and calculate
the aggregated mean acceptance of the system as shown in Eq. 10 where n repre-
sents the sample size. Furthermore, we update the standard error of the mean using
Eq. 11 which is a generalized version of Eq. 4 that we use in our trust measurements
explained in detail in [5, 39].

SystemTwA =
∑n TwA

n
(10)

SESystemTwA
=

√
1
n2 ∑

n
(SETwA)

2 (11)
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5 Simulated Measurement Results

To illustrate the evaluation of the proposed acceptance metric, we used the data set
that consists of environmental solutions for over 200 fields in a region as explained
in [47]. The genetic algorithmic system [7], generates near-optimal solutions while
having constraints on the resource usage. The tests were run using three systems
that generate solutions. System 1 is the default system where there is no constraint
on the number of solutions generated for a field. In System 2 and 3, we reduced
the number of available solutions to 7 and 4, respectively. Five agent experts were
assigned to evaluate these systems by selecting the most appropriate solution for the
specific field which could represent a neighborhood of farmers. Trust of such experts
is assumed to be high because it makes sense that the organization which is testing
the system deploy top experts. However, if needed, their trust can be dynamically
adjusted by techniques described in our previous work [46, 45, 47]. Furthermore, a
reference solution is also determined and assumed to be legitimate by the user. In
our experiments, for simplicity, we used only the environmental protection values
in the distance function.

An evaluation of a system starts by assigning each expert a field and presenting
them the solutions prepared by the system for that specific field. After we completed
the assignment, the experts selected the fittest solution based on their expertise. For
an expert who didn’t select the reference solution, a nonzero distance is measured
between the expert and the reference solution, which is calculated using Eq. 5. Then,
we calculated the individual acceptance rates using Eq. 6. After having individual
acceptance rates, we averaged the acceptance rates weighted by their trust, as in
Eq. 7, and also calculated the confidence of the acceptance, shown in Eq. 9. We call
the pair of trust-weighted average acceptance and its confidence as our trustworthy
acceptance metric. To increase the confidence in our metric, we repeated this pro-
cess two more times for each system. We named the selected fieldsets A, B, and
C. Then, we aggregated the trustworthy acceptance measurements for each fieldset
using Eq. 10. After completing the evaluation for selected samples and generating
the system’s trustworthy acceptance, we performed the same tasks for System 2 and
3 and measured the acceptance of each system.

Fig. 2 shows the trustworthy acceptance of fields A, B, and C for Systems 1,
2, and 3. Compared to System 1, the acceptance declined in System 2 because of
limiting the available solutions to 7 which eliminated some solutions closer to the
optimal point. Similarly, a stricter constraint, having only four available solutions,
resulted in even less acceptance of System 3. These results could be evident for a
person who understands and can compare the systems. For example, such results
could be used by USDA to certify only Systems 1 and 2 but not System 3. Also, the
aggregation of samples’ acceptances could be essential in real scenarios to reduce
the bias of uneven sampling. As shown in Fig. 3, we aggregated the results of fields
A, B, and C and presented the trustworthy acceptance of each system measured by
our experts. As figures illustrate the acceptance of each system, Table 1 shows both
the acceptance values and their confidence which together form our trustworthy
acceptance metric.
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Fig. 2 Trustworthy acceptance of System 1, 2, and 3 measured over the sampled fields A, B, and
C from the whole region is presented.

Fig. 3 Measured acceptances for fields A, B, and C are aggregated to find the trustworthy accep-
tance of System 1, 2, and 3.
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Table 1 Trustworthy acceptances, which consist of acceptance and its confidence, are presented
for fields A, B, and C and also their aggregation for System 1, 2, and 3.

System 1 Tw Acceptance Confidence

Field A 0.872 0.956
Field B 0.853 0.960
Field C 0.866 0.964
Tw Acceptance S1 0.863 0.977

System 2 Tw Acceptance Confidence

Field A 0.809 0.856
Field B 0.841 0.948
Field C 0.831 0.918
Tw Acceptance S2 0.827 0.942

System 3 Tw Acceptance Confidence

Field A 0.627 0.726
Field B 0.673 0.719
Field C 0.785 0.857
Tw Acceptance S3 0.695 0.861

6 Conclusions

We presented a new trustworthy acceptance metric and its measurement method-
ology for evaluating the approval of an AI system that generate solutions for en-
vironmental decisions for a region. Our metric can be used for standardization of
Trustworthy AI. The human experts assigned for the evaluation selected the most
appropriate solutions presented by each system. We measured the distance from
these solutions to a optimal, reference point and calculated the trustworthy accep-
tance of a system using our trust framework. Furthermore, using our trust frame-
work, we aggregated multiple measurements and provided the confidence of the
acceptance using error propagation methods. Finally, we calculated and compared
the trustworthy acceptance of each system measured by the assigned experts.

Our trustworthy acceptance metric can be applied to many AI applications that
can use the concept of distance-based acceptance. Our approach to confidence mea-
surement is based on our trust system that considers trust assessments as measure-
ments. Lastly, the experts’ inclusion of trust helped build a metric that can differen-
tiate experts and is even more appropriate for scenarios where there is a possibility
to engage different groups of experts.
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