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PREFACE

The basis of this research work started from a thought on how to use technology to

help the first responders in the work they do. Done in collaboration with Dr.Zhan Zhang

and Ricky Joseph Harris Jr. from Pace University New York, this work intends to provide

relevant information regarding a patient to the hospital database once the EMS staff arrives

at the scene and describes the situation.
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ABBREVIATIONS

advmod adverbial modifier

amod adjectival modifier

case case marking

cc coordinating conjunction

compound compound

conj conjunct

csubj clausal subject

det determiner

mark marker

neg negation modifier

nmod nominal modifier

nsubj nominal subject

nummod numeric modifier

obj object

obl oblique nominal

punct punctuation

CC coordinating conjunction

DT determiner

IN preposition/subordinating conjunction

JJ This NLTK POS Tag is an adjective (large)

NN noun, singular (cat, tree)

RB adverb (occasionally, swiftly)

RP particle (about)

VB verb (ask)

WP wh- pronoun (who)
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ABSTRACT

Being in the midst of a pandemic with patients having minor symptoms that quickly

become fatal to patients with situations like a stemi heart attack, a fatal accident injury,

and so on, the importance of medical research to improve speed and efficiency in patient

care, has increased. As researchers in the computer domain work hard to use automation

in technology in assisting the first responders in the work they do, decreasing the cognitive

load on the field crew, time taken for documentation of each patient case and improving

accuracy in details of a report has been a priority.

This paper presents an information extraction algorithm that custom engineers certain

existing extraction techniques that work on the principles of natural language processing

like metamap along with syntactic dependency parser like spacy for analyzing the sentence

structure and regular expressions to recurring patterns, to retrieve patient-specific informa-

tion from medical narratives. These concept value pairs automatically populates the fields

of an EMR form which could be reviewed and modified manually if needed. This report can

then be reused for various medical and billing purposes related to the patient.
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1. INTRODUCTION

One of the highest priorities in the midst of a pandemic like the current COVID19 situation

is the knowledge and expertise of hospital staff and EMS personnel. Emergency Medical Ser-

vices(EMS) provides emergency medical care to patients more than 2,000 times per day[ 1 ].

With patients having minor injuries or symptoms, or patients that are old or having serious

health conditions causing them to be either slow in speech or unable to speak, the EMS

department is called upon by many different people with varying health concerns. In situ-

ations when a person has a stemi heart attack caused by a blocked coronary artery, as per

the American Heart Association’s guidelines, the blocked artery must be reopened within 90

minutes also known as the door to balloon time[ 2 ]. In such scenarios, speed and efficiency

in thought and action is crucial to save the patient’s life.

Research work in the field of emergency medical care and automation with the help

of technology has improved patient care immensely by saving time during treatment and

improving accuracy in visualizations, measurements and documentation or reporting. Since

an EMS staff would have to deal with multiple cases of varying priorities throughout the day,

it is essential that each patient case is documented to retain crucial information regarding

the patient like vitals, cause of injury or illness, description of visuals from an accident site,

state of patient before and after treatment provided by EMS and so on. With focus on

providing the best treatment possible to the patient in a short time, it is often quite stressful

and time-consuming for an EMS staff to prepare reports in parallel.

This research study emphasizes on reducing the cognitive overload for the emergency

medical service personnel approaching the patient at a very critical time of their life. The

combination of wearable devices that capture audio and images along with the work done

as part of this paper will help generate a report from the conversation of an EMS staff

at an incident site. With an EMS staff wearing a smart glass that provides an option

to take pictures at the scene, scan medicine bar codes and record voice conversation, the

description of the patient details like vitals, location of pain or injury, medications taken,

past medical history, etc can be captured as an audio file which is processed using speech-to-

text recognition software. The resulting output of a medical narrative is processed using the
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methodology described in this paper to produce the relevant concept names and their values

specified in text. The concept-value pair is automatically populated to the EMR form and

can be viewed by the staff. If any details are missing or incorrect, they have an option to

add or change the values.

Figure 1.1. System Architecture[ 3 ][ 4 ]

Figure 1.2 shows a sample ambulance report. This report can then be provided to the

ER nurse taking care of the patient or the doctor in advance through cloud based technology

which would help the medical team at the hospital to make necessary arrangements to treat

the patient as soon as possible. This report can also be later used for billing purposes, hence

reducing the effort of the field crew in typing multiple reports and removing the need of

recalling from memory the details of the case.
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Figure 1.2. Sample Interface of Ambulance Call Report
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2. RELATED WORK

Concept extraction is the process of identifying certain concepts in a specific domain and

extracting information relevant to each concept as words, phrases or short sentences from a

large text data. In other words, it is a combination of concept mention detection and concept

encoding. Concept mention detection generally adopts the named entity recognition(NER)

technology in the general domain, which focuses on detecting concept mentions in the text

and concept encoding aims to map the mentions to concepts in standard terminologies[ 5 ].

Information extraction from resume uses a cascade model. In the first pass, a resume is

segmented into a series of blocks attached with labels indicating the type of content followed

by the second pass during which information such as Name and Address, are identified in

certain blocks and then the most appropriate model is selected through experiments for

each IE task in different passes[ 6 ]. Mermelstein[ 7 ] et al. uses an integration of hidden

Markov models and text classifiers to extract information from business cards and email

messages requesting change of address. DBpedia uses an infobox extraction algorithm that

detects certain specific templates and it’s structure using pattern matching techniques[ 8 ]. It

selects significant templates, which are then parsed and transformed to Resource Description

Framework(RDF) triples[  8 ]. PROSPERA harvests high-quality knowledge using ngram-

itemsets for richer patterns and Maximum Satisfiability based constraint reasoning on both

the quality of patterns and the validity of fact candidates[ 9 ].

Natural language processing(NLP) systems have been used to generate concepts as struc-

tured information from unstructured free text. NLP techniques model the way a user requests

information to how computer or software understands it. In Social Network monitoring sys-

tems that track user interactions and communications, information extraction plays a key

role. Charu et al. uses data mining techniques that involve association, correlation, clas-

sification, cluster analysis and linkage based cross learning to monitor and enhance user

experience in Social Media[ 10 ]. In healthcare, most of the existing information extraction

(IE) methods targeting medical reports are either dictionary-based or rule-based and require

the targeted types of relations and the synonymous relations to be pre-defined. These are
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extremely time consuming which result in a low recall as the manual rules or patterns are

required to be pre-defined by a domain expert[  11 ].

There is an emerging trend of hybrid systems that perform well in clinical information

retrieval, with rule-based NLP being the most commonly used approach followed by super-

vised machine learning approaches with one disadvantage being the need of large amounts

of annotated data[ 11 ].

The generic concept extraction techniques cannot be directly applied to medical text

as it often contains ambiguity, polysemy, and variation of word orders[ 12 ]. Hence, several

existing research are customized to narrow down focus to information extraction methods

from the medical text. An SVM classifier uses lexical, medical, and structural features to

extract patient’s clinical problems from electronic medical records[ 12 ]. Since the EMS data

contains terminology unique to the EMS department, the aforementioned research can not be

directly applied for EMS concept extraction. Also, these approaches often rely on classifiers

with only a few class of concepts with a reasonable amount of annotated data for each class.

However, the target set of EMS concepts can not be unambiguously categorized in a few

classes, and the annotation is very expensive[ 12 ].

Documentation of each patient case by the field crew has significantly improved once the

paper report forms have been converted to electronic reports that are guided by some of

the currently available reporting tools. Although ImageTrend1[ 13 ] is an increasingly popu-

lar tool for documentation, tracking and visualization of EMS information and Emergency

Department Information Exchange (EDIE)[ 14 ] links all hospital emergency departments by

facilitating real-time communication and collaboration, both ImageTrend and EDIE, re-

quire manual input in the initial phase of data collection which is tedious and prone to

errors[ 15 ].Clinical Language Annotation, Modeling, and Processing Toolkit(CLAMP) is a

comprehensive clinical Natural Language Processing (NLP) software that enables recognition

and automatic encoding of clinical information in narratives[ 16 ]. MetaMap[ 17 ], cTAKES[ 18 ]

and CLAMP use the Unified Medical Language System (UMLS) to extract medical concepts.

While these systems have been in use for a long time now, it has not been completely suc-

cessful in obtaining the contexts in finer granularity. For example, MetaMap has Concept

Unique Identifiers (CUI) and semantic type lists which signify whether a clinical concept
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is ’Disease’ or ’Medication’ but it does not differentiate if the medication is given to the

patient by another person like the EMS staff or whether it is the medication that is taken

by the patient for a pre-existing condition. Generating Summary Reports Automatically for

Cognitive Assistance in Emergency Response(GRACE) does not require any such effort, as

summary reports are automatically generated from the audio data captured on-scene and

processing it using NLP[  15 ]. This research paper intends to provide efficient and accurate

concept extraction from the ems medical narratives.

As part of text extraction, this research paper also compares some of the most common

multi-label classification models to classify medical narratives based on the mechanism of

injury described in the text. Naive Bayes classifiers that work on the principle of Bayes

theorem assumes that each pair of features are independent of each other and generates a

hypothesis based on some evidence in hand. Although the assumption of independence is not

correct in real-life scenarios, naive bayes classifiers do produce significant results compared

to some other classifiers[ 19 ]. With a larger vocabulary, the size of input and processing time

increases which leads us to a model like Word2Vec which provides a fixed size representation

of words that is much smaller in size compared to the size of the vocabulary. Word2Vec

model[ 20 ] combined a recurrent neural network classifier such as BiLSTM produces better

results in a shorter time. BiLSTM models are used for purposes like classification, sequence

tagging[ 21 ] and more. Finally, the state-of-the-art language model BERT used for various

purposes like classification, Q&A, sentiment analysis, prediction and more was considered.

One of the most common facts known to data scientists or researchers in the field of machine

learning is that performance mostly improves with size of dataset used for training and that

is one of the salient features of BERT along with many others with the most important

one being it’s bidirectional nature[ 22 ]. Since BERT is trained on simple plain text from

various domains, it’s efficiency in classifying emergency medical care focused narratives was

comparatively poor although the data was duplicated to provide a balanced input. The

lighter version of BERT, DistilBERT was also considered for classification but the results

were not as expected and a possible explanation concluded was the difference in domain used

for training the easily available pre-trained embeddings with respect to the EMS domain used

for fine-tuning the embeddings.
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3. METHODOLOGY

3.1 Information Extraction from Medical Narrative

As the first responder arrives at the incident scene and reports the medical information

regarding the patient, the information is captured using the wearable device and then con-

verted to text which is then processed by the system with architecture shown in Figure 3.1,

to retrieve only the relevant details.

Figure 3.1. Architecture Framework

3.1.1 Medical Narrative

The current standard for documentation of care by the emergency medical services (EMS)

personnel is the paper-based patient care report (PCR) or the electronic PCR (ePCR) which

is often incomplete at the time of transfer of care to the emergency department (ED) and the

same information has to be entered in several places to satisfy the requirements of all entities

involved in EMS care and public health [ 23 ] . Provided with a detailed narrative that may

or may not follow the DACHARTE or CHART documentation format which describes the

information from the ECC on dispatch, scene on arrival, patient complaint, history of present

condition, patient assessment, treatment provided, transport mechanism and exceptions if
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any [ 24 ] , this paper intends to retrieve relevant information to generate an electronic PCR

using natural language processing (NLP) techniques.

3.1.2 METAMAP

MetaMap, an application which uses knowledge-intensive approach, natural language

processing and computational-linguistic techniques, is employed to map biomedical text to

the UMLS Metathesaurus and identify Metathesaurus concepts referred to in the provided

narrative report from the EMS personnel [ 25 ] . A brief look into the algorithm behind the

working of the MetaMap leads us to 6 major steps with added features that can be configured

during execution.

Figure 3.2. Metamap Algorithm [ 26 ]
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Tokenization

A tokenizer uses a set of rules to understand the language of the text, detect sentence

boundaries, identify tokens in text, characters of punctuation and acronyms or abbrevia-

tions(AA)[ 27 ].

Parsing

The text is parsed into phrases which makes the mapping effort more controllable. Parsing

is performed using the SPECIALIST minimal commitment parser [ 28 ] which produces a

shallow syntactic analysis of the text. The parser uses the Xerox part-of-speech tagger [ 29 ]

which assigns syntactic tags (e.g., noun, verb) to words not having a unique tag in the

SPECIALIST lexicon.[  25 ]

Variant Generation

Figure 3.3. Variants of drug

For each phrase, variants are generated using the knowledge in the SPECIALIST lexicon

and a supplementary database of synonyms. A variant consists of a phrase word (called a

generator) together with all its acronyms, abbreviations, synonyms, derivational variants,
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meaningful combinations of these, and finally inflectional and spelling variants[ 25 ]. For

example, Figure 3.3 shows the variants generated for the word ’drug’ in the phrase ’no

known drug allergies’.

Candidate Retrieval

Intermediate results consisting of Metathesaurus strings, called candidates, matching

some phrase text are computed[ 26 ] and retrieved[  25 ].

Figure 3.4. Metathesaurus candidates for no known drug allergies

Candidate Evaluation

Each Metathesaurus candidate is evaluated against the input text by first computing a

mapping from the phrase words to the candidate’s words and then calculating the strength

of the mapping using a linguistically principled evaluation function consisting of a weighted

average of four metrics: centrality (involvement of the head), variation (an average of inverse

distance scores), coverage and cohesiveness[ 25 ]. The latter two components measure how
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much of a candidate matches the text and in how many pieces[  25 ]. The candidates are then

ordered according to mapping strength.[ 25 ]

Mapping Construction

Complete mappings are constructed by combining candidates involved in disjoint parts

of the phrase, and the strength of the complete mappings is computed just as for candidate

mappings. The highest scoring complete mappings represent MetaMap’s best interpretation

of the original phrase[ 25 ]. In our study we use candidates that have a score greater than or

equal to 800 as our threshold limit.

Semantic Type

The output from Metamap is then filtered based on required semantic type[ 30 ] from a

set of about 127 different semantic types with respect to the context of the data that is to

be retrieved.

Figure 3.5. Metamap Semantic Types
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3.1.3 Syntactic Dependency Tree

The Dependency parser, spacy is a free, open-source library designed specifically for

production use to build information extraction or natural language understanding systems,

or to pre-process text for deep learning[ 31 ]. ScispaCy is a Python package containing spaCy

models for processing biomedical, scientific or clinical text efficiently built by retraining

spaCy3 models for POS tagging, dependency parsing, and NER using datasets relevant

to biomedical text, and enhancing the tokenization module with additional rules[ 32 ]. The

spacy model, ’en ner bc5cdr md’ trained on the BC5CDR corpus mainly recognizes 2 main

additional entity types compared to the basic spacy models namely disease and chemical

entity types[ 33 ]. The BC5CDR corpus consists of 1500 PubMed articles with 4409 annotated

chemicals, 5818 diseases and 3116 chemical-disease interactions, developed for use in the

BioCreative V challenge tasks of disease named entity recognition(DNER) and chemical-

induced disease(CID) relation extraction and also serves as a valuable resource for the text-

mining community[ 34 ].

Using the syntactic dependency parser, token tags that contain information about the

word types like the parts of speech and token dependencies that describe how the words

are related to each other in a sentence, are obtained in the form of a dependency tree. A

dependency tree is a directed graph that represent the grammatical structure of a sentence or

phrase which delineates the dependency between a word (such as a verb) and the phrases it

builds upon (such as the subject and object phrases of that verb)[ 35 ][ 36 ] A language model is

loaded and then the sentence text or document is processed using the spacy language model

which in the case of medical text used in our study is ’en ner bc5cdr md’ model.

During processing, spaCy first tokenizes the text into a Doc, i.e. segments it into words,

punctuation and so on based on rules specific to each language[ 37 ]. The raw text is split

on whitespace characters after which the tokenizer processes the text from left to right,

checking whether each substring matches a tokenizer exception rule and if a prefix, suffix or

infix can be split off, eventually letting spacy split complex, nested tokens like combinations

of abbreviations and multiple punctuation marks[ 37 ].
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After tokenization, spaCy parses and tags a given Doc with the help of a trained pipeline

and its statistical models, to make predictions of which tag or label most likely applies to the

word in the context given [  37 ]. Part-of-speech(POS) tagging assigns word types to tokens,

like verb or noun and dependency parsing assigns syntactic dependency labels, describing

the relations between individual tokens, like subject or object [  37 ].

Figure 3.6. Parsed and tagged text

Figure 3.6 provides a detailed view of the output provided after parsing and tagging

the sentence A 14 month old male who apparently has had a fall down a flight of steps,
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approximately seven steps. There’s no LOC, no history, no medications where TEXT repre-

sents the original word text, LEMMA gives the original base form of the word, POS stands

for part-of-speech, TAG gives the detailed information of the part-of-speech, DEP is the

syntactic dependency, i.e the relation between tokens, SHAPE describes the word shape –

capitalization, punctuation and digits, ALPHA tells if the token is an alpha character or

not and STOP provides information regarding whether the token is part of a stop list which

is the most common words of the language. This information can then be used to identify

contextual words describing certain entities based on dependencies.

Each word could either be a head/parent or a child to another word or both. The

connection between words also known as the type of syntactic relation between words is

represented by a single arc with a dependency label. Since the relations between words form

a tree where each word has exactly one head, by iterating over each word of the sentence

each of the dependencies or connections between the words of the sentence can be retrieved.

Figure 3.7. Dependency Tree[ 38 ]

Figure 3.7 shows the dependency tree for the paragraph ’A 14 month old male who

apparently has had a fall down a flight of steps, approximately seven steps. There’s no LOC,

no history, no medications, no known drug allergies. Our patient, came home, he was over

at a friend’s house, he was brought back home, and apparently, had started acting lethargic

and started shaking and convulsing. At this time, my patient is awake and alert, not crying,
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but, he does smile, and interact.’ where the colored box labels represent the part of speech

tag like NN for noun, DT for determiner, CD for cardinal digit, JJ for adjective, WP for

Wh-pronoun and so on[ 39 ] and the arc labels represent the dependency between the starting

head word and the connected children. For example, in the phrase ’my patient is awake

and alert, not crying, but, he does smile and interact’, the word ’awake’ is the head/root

word connected to the punctuations ’,’ and ’.’ with dependency label punctuation(punct)

and words

• ’patient’ with dependency label as nominal subject(nsubj) which implies it is

the syntactic subject of the clause[  40 ]

• ’alert’, ’crying’ and ’smile’ with dependency label as conjunct(conj) which

implies that they are connected by a coordinating conjunction

3.1.4 Regular Expression Pattern Matcher

Regular expressions also known as REs, or regexes, or regex patterns compiled into a series

of bytecodes and then executed by a matching engine written in C is a highly specialized

programming language embedded inside Python and made available through the re module

to specify the rules for the set of possible strings to be matched which might contain English

sentences, or e-mail addresses, or any other relevant phrases that occur in a predictable

pattern[ 41 ].

Figure 3.8. Regex Flags[ 41 ]
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Most of the alphabets and digits characters and a few of the symbols will simply match

themselves. For example, the regular expression male will match the string male exactly and

if flag option ’IGNORECASE’ is used, matched strings would be male, MALE, Male, MAle,

etc.The exception to this rule are special natured metacharacters described in Figure 3.9.

Figure 3.9. Regex Metacharacters

The regular expression is compiled to obtain a pattern object that has various methods

which can be used to identify if the pattern specified exists in the start of the string or any

other part of the string, retrieve part of the matched string or the complete matched string,

retrieve all occurrences of the matched string as a list or iterator, substitute the matched

pattern with a different substring or part of the current string using groups. While trying

to match patterns, the matching engine goes as far as it can at first, and on the off chance
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that no match is found it will then progressively back up and retry the rest of the RE again

and again[  41 ].

Figure 3.10. Regex Methods[  41 ]

Similar methods are also available as module-level functions. Outside of loops, there’s

not much difference between module-level functions and invoking methods through pattern

objects as compiled objects are stored in cache and can be reused by future calls [ 41 ].

Figure 3.11. Sample Regex and Matched Output [  42 ]

Figure 3.11 provides an example of a regex pattern and the matched output in test string

is highlighted based on grouping.
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3.1.5 Syntactic Pattern Matcher

While regular expressions help us to match patterns in text, spacy’s pipeline component

EntityRuler provides a rule based matcher that helps to identify tokens, entities and phrases

based on pattern dictionaries[  43 ]. Each pattern dictionary contains a ”label” key which

provides the label to be assigned to the entity if the pattern is matched, and a ”pattern” key

which specifies the match pattern in simple text form or as regular expressions[ 43 ]. The two

types of accepted patters are:

• Phrase patterns to match exact string.

Example, the gender of a male patient mentioned in a text can be

retrieved as {”label”: ”GENDER”, ”pattern”: ”male” }

• Token patterns where a list of pattern values represent a single token

Example, {”label”: ”BP”,

”pattern”: [{”TEXT” : {”REGEX”: ”(\d+)”}},

{”TEXT” : {”REGEX”: ”(over—\ /—-)”}}, {”TEXT” : {”REGEX”: ”(\d+)”}}]}

When the nlp object with EntityRuler as an added pipeline component is called on a

text, pattern matches in the text are retrieved as entities with the corresponding label as

the entity name. The first pattern matching the highest number of tokens takes priority

when overlapping matches occur[ 43 ]. When the text contains more than one sentence, a

sentencizer is used to separate sentences based on custom sentence boundary detection logic.

3.1.6 Medical Name Entity Recognition

Med7 is a refined named-entity recognition model trained mainly to identify seven cat-

egories: drug names, route, frequency, dosage, strength, form and duration[ 44 ]. SpaCy’s

implementation of a cloze-style word reconstruction, similar to the masked language model

objectives introduced in BERT is used to predict word’s vector using a static embedding

table with a cosine loss function[ 37 ]. Information regarding treatment provided to patient

as well as medical drugs taken by patient can be identified using Med7.
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3.2 Medical Narrative Classification

Medical narratives obtained from the first responders at an incident site describes different

mechanisms of injury. Using natural language processing techniques and machine learning,

the mechanism of injury can be retrieved and reported. Figure 3.12 describes 4 classification

models used for multi-class categorization to determine the mechanism of injury from a

narrative text.

Figure 3.12. Medical Narrative Classification

Natural Language Processing is the field of artificial intelligence where computers are

programmed to learn and analyze human languages using large volumes of data. NLP can

be used to classify textual data into multiple classes based on the contextual information

specified in the text. This paper compares some of the most common techniques available

to classify EMS data based on the mechanism of injury described in the narrative.

3.2.1 Naive Bayes Classifier

The Bag-of-Words model is used to represent the narrative text as a bag of unique words

disregarding the grammatical structure and order of occurrence but keeping the frequency of

appearance. Each word in the vocabulary(bag of words) becomes a feature and a document is

represented by a vector with the same length as the vocabulary. Terms frequency is often not

the best representation for text as the corpus contains common words like ’the, is, a’ with high
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frequency but little predictive power over the target variable. To address this problem, there

is an advanced variant of the Bag-of-Words that uses the term frequency–inverse document

frequency (or Tf–Idf) where the value of a word increases proportionally to count, but it

is inversely proportional to the frequency of the word in the corpus[ 45 ]. Using the process

of feature selection, the irrelevant features or words can be discarded hence reducing the

dimensionality. Each output class is then described by a set of words that most likely

represent itself. For example, top features from the set of medical narrative texts that

represent ’73 - RADIATION’ mechanism of injury are ’burn, eye, pool, swimming, wearing,

wo, 2nd, developed, yesterday, day’.

Figure 3.13. Top selected features for some mechanisms of injury

This model is then used to train a Naive Bayes machine learning model that works on

the Bayes Theorem to classify the text into the set of desired multi-class output. Bayes’

Theorem is a rule that uses probability to make predictions based on prior knowledge of

conditions that might be related[ 45 ]. It is defined by the formula

P (A|B) = P (B|A) ∗ P (A)
P (B)

where P (A | B) is the probability of occurrence of event A given that event B has occurred,

P (B | A) is the probability of occurrence of event B given that event A has occurred and

the probabilities of the individual events A and B are given by P(A) and P(B) respectively.

31



3.2.2 BiLSTM Classifier

Secondly, the word2vec model is used along with BiLSTM classifier. Word Embedding

is the collective name for feature learning techniques where words from the vocabulary are

mapped to vectors of real numbers calculated from the probability distribution for each word

appearing before or after another so that words of the same context that usually appear

together in the corpus will be close in the vector space as well[ 45 ].

Figure 3.14. Sentence representation using word indices

Word2Vec models are generated through 2 main approaches, Skip-gram or Continuous

Bag of Words. In Skip-gram model, a single word can be used to predict the context and

in continuous bag of words (BOW), a set of words in a specific context is used to predict a

single word. Using word embedding, the medical narrative texts are represented by a fixed

dimension padded vector where each word is represented by its word index in the complete

vocabulary set and given as input to a bidirectional long short term memory(BiLSTM)

network.

Figure 3.15. BiLSTM Model[ 46 ]

Padding and truncation ensures the length of vectors are uniform by inserting 0 as

padding element if the size of the sentence is smaller than the defined vector dimension
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and truncating the sentences into multiple vectors if they are too long. Fig3.14 shows an

example of a sentence of length 9 being represented by a padded vector of size 15.

The Bidirectional LSTM, or biLSTM is a type of recurrent neural network that consists

of two LSTMs where the input vector is processed in both forward and backward direction

effectively increasing the amount of information available to the network and consequently

improving the context available to the algorithm[  46 ]. It also makes use of the known property

of RNN where previous processed sequential information is tracked in memory and used in

future prediction or classification tasks.

3.2.3 BERT Classifiers

Since word embeddings are applied in a context-free manner, the same word that could

have two different meanings based on the context in which it appears is represented by the

same vector. To resolve this problem of polysemous disambiguation[ 45 ], language models or

contextualized dynamic word embeddings have been developed.

Google’s Bidirectional Encoder Representations from Transformers(BERT)[ 22 ] is a bidi-

rectional model trained on a very large amount of unlabeled text that combines ELMO’s

context embedding which uses BiLSTM to assign embedding to a word based on the en-

tire sentence, and several Transformers that use attention mechanisms to improve perfor-

mance[ 45 ]. Since the vector BERT assigns to a word is a function of the entire sentence, a

word can have different vectors based on the contexts[ 45 ].

The BERT can either be trained from scratch with a specific large corpus and then be

used as a classifier or the word embeddings from the trained BERT model can be extracted

and then used in an embedding layer for classification or the pre-trained model provided by

the developers could be reused and fine-tuned to the specific requirement at hand also known

as transfer learning[  45 ]. Since training the mode from scratch requires an extensive amount

of time and could cause problems of overfitting, this paper fine-tunes the pre-trained model

of both the lighter version trained on about 66 million parameters called Distil-BERT and

the actual version trained on a larger number of parameters ranging from 110 to 300 million

for the purpose of classification of medical narratives.
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Figure 3.16. BERT Model[ 47 ]

As part of the process of fine-tuning, the input text is tokenized and represented by 3

vectors.

• Token Ids which are numerical representations of the word tokens building the

sequences including tokens like [CS] to represent the start of a sentence, [SEP] to

mark the separation between sentences and [PAD] to denote the padding element.

• Masks are used to distinguish between textual words and padding elements.

• Segment keeps track of the number of [SEP] tokens encountered.

Since BERT splits unknown words into sub-tokens until it finds known unigrams, the maxi-

mum sequence length chosen is larger compared to the word2vec model. The deep learning

model with transfer learning from the pre-trained BERT is built and run on the medical

narratives to classify it and then performance was evaluated.
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4. EXPERIMENTAL SETUP

4.1 Information Extraction

As can be seen from the information provided in the methodology section, medical word

documents are processed to automatically fill an EMR form with the help of natural lan-

guage processing and syntactic analysis. The details regarding the dataset used and code

configurations to implement the solution are described in this section.

4.1.1 Dataset

Figure 4.1. Sample Transcript

The medical data used for the purpose of this research paper was a set of 60+ documents

captured over a four-month period(June, 2009 - September, 2009) obtained from the recorded

communications(verbal reports/notification calls) between EMS staff and a dispatcher or

staff at the emergency department of Children’s National Medical Center(CNMC) for trauma

calls. The length of communications varied from 30 seconds to 4 minutes, and depended on

the available information about the patient, the number of incoming patients and the purpose
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of the call. For example, a call that describe details of a critical patient as the ambulance is

travelling to the hospital is much longer than a call where the EMS staff is providing only

information regarding number of patients and estimated time of arrival based on location.

The documents were then processed to retain information specific to patient similar to the

scenario when the voice of an EMS staff, reporting patient information at an emergency site,

is being recorded by an voice recognition system. With an exception of a few documents,

the information in these medical narratives contained details regarding the complaint raised,

vitals of patient, cause of injury, patient history and treatment provided by EMS staff.

4.1.2 Code Configurations

The medical narratives are then further processed through several stages of extraction in

code to obtain a set of 24 field names and it’s corresponding values from the text.

Initially, the publicly available biomedical concept extractor MetaMap was installed

following setup instructions provided by Willie Rogers at the United States Library of

Medicine(nlm) website[ 17 ]. To control Metamap’s internal behavior, the following processing

options were set.

• -y(- -word sense disambiguation) : causes metamap to disambiguate among

concepts that score equally well in matching input text[ 17 ],

• -u(- -unique acros abbrs only) : causes metamap to restrict the generation of

acronym/abbreviation (AA) variants to those forms with unique expansions[ 17 ].

• - -negex : causes metamap to output a list of negated umls concepts occurring

in the input and the associated strings that caused the negation[  17 ]. This

option is very useful in medical domain as medical professionals are trained to

provide the salient features of a patient in a short and precise manner negating

possible ambiguity in language.

• - -conj: Causes MetaMap’s phrase chunker to recombine smaller phrases

separated by a conjunction[ 17 ].
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Of the 127 semantic types available in MetaMap, ten specific types were chosen as they

specifically reflect the various findings of In-field EMS personnel in their preliminary di-

agnosis. They are as follows: ’Body Location or Region’, ’Body Part, Organ, or Organ

Component’, ’Clinical Attribute’,’Clinical Drug’, ’Disease or Syndrome’, ’Finding’, ’Injury

or Poisoning’, ’Medical Device’, ’Pathologic Function’ and ’Sign or Symptom’. Syntactic

dependency parser like spacy was then used to find the syntactic relations between words

from the filtered set as well as from the raw text to ensure relevant information was not

missed. Significant data that was still not captured was extracted using regular expressions

to match reoccurring patterns and to format final data. Concepts that contain number values

are extracted from the narrative text using simple regular expressions. The final extracted

data was populated for 24 concept fields similar to that seen on an EMR form. Table 4.1

describes what each of the 24 concept fields represent.

4.1.3 Concept Extraction

AGE: While age of a patient is best calculated based on date of birth, since this research

uses data where personally identifiable information has been removed the value is retrieved

based on the calculation of the EMS staff mentioned in the narrative text in terms or years

or months.

GENDER: Gender of the patient is either male or female extracted using spacy’s entity

ruler constraint.

BP: After retrieving data regarding blood pressure using regular expression, a check is

performed to ensure that the systolic blood pressure(first number value) mentioned is always

greater than the diastolic blood pressure(second number value) with an exception of 0/0 if

the patient is dead.

PULSE: Information regarding pulse stated by EMS staff usually contain 2 parts where

the first part is a number value and the second part states information about quality of pulse

like regular, irregular or good. As pulse value is often found in the narrative as either heart

rate or pulse, simple regex is used to extract the concept.
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Table 4.1. Concept fields and its description
Concept Field Description

AGE Age
GENDER Gender
BP Blood pressure
PULSE Heart rate or pulse
GCS Glasgow Comma Scale(3 - 15)
TRAUMA SCALE Trauma Priority value
RESP Respiration rate
B.G.L Blood glucose level
SPO2 Oxygen saturation
MENTAL ST Mental status
PATIENT COND Patient condition
CURRENT MEDICATION Current medications taken by patient
ALLERGIES Patient allergies
PAST MEDICAL HISTORY Past medical history of patient
PAIN Descriptions about pain
PUPILS Description about both left and right pupils
LUNG SOUNDS Description for both left and right lung
VERBAL Description about speech of patient
AIRWAY Details regarding airway tract
INJURY Trauma, wounds or any other injury
MECHANISM OF INJURY Mechanism of injury
COMPLAINT Complaint from patient
TREATMENT Treatment provided by EMS staff
NOTES Complete description of patient case

TRAUMA SCALE: Since the dataset used for this research contained mostly trauma

calls, the trauma priority level defined by the dispatcher or EMT is identified as trauma

scale with the help of syntactic dependency parser spacy that searches for dependent words

related to priority unlike the trauma scale in usual EMR forms which refers to information

that contain a number score ranging from 0 to 12 and a description of the severity of trauma.

REP: Besides containing the respiration rate value which will always be a positive num-

ber in an EMR form, respirations could also refer to the quality of breathing of the patient
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indicated by phrases like labored or shallow breathing. The number value for respirations

was extracted using regular expressions. For example, the medical transcript ”A 14 year old

male, one GSW to the right hip. no exit. We have got a blood pressure of 116 over 70, heart

rate 90, respiration’s about a 20 right now, ALS is, being provided at this time. He does

have a line. He is fully boarded and collared. He is alert and oriented. Equal lung sounds

bilaterally. You can actually see the bullet, right in the front pelvis. you can see it like in his

front hip.” had extracted value for ’RESP’ as 20.

B.G.L: Blood glucose levels(BGL) measured by a glucometer, helps to provide early

and condition - specific treatment[ 48 ]. One of the many varieties of medical conditions that

warrant prehospital blood glucose analysis is an altered mental status[ 48 ].

SPO2: With the help of a noninvasive pulse oximeter that measures both pulse rate and

the arterial oxygen saturation of hemoglobin at the peripheral capillary level, an EMT can

determine if a patient is hypoxic[ 49 ]. The normal range for SPO2 is between 94% to 99%.

GCS, VERBAL: The Glasgow Coma Scale was designed to assess the duration and

depth of coma and impaired consciousness which helps to gauge the impact of a wide variety

of conditions such as acute brain damage due to traumatic and/or vascular injuries or in-

fections, metabolic disorders (e.g., hepatic or renal failure, hypoglycemia, diabetic ketosis),

etc[ 50 ]. Figure 4.2 describes how the GSC score is calculated as defined by CDC.

Figure 4.2. Glasgow Coma Scale[  50 ]
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Although it is expected that in the care of an individual patient, the ratings of the three

criteria in the scale should be assessed, monitored, reported, and communicated separately,

the transcripts analyzed mostly had only the final GCS score which was extracted from

narrative using regex as a number value, and the verbal assessment description in the nar-

rative was extracted as the ’verbal’ concept with the help of spacy’s syntactic dependency

parser. For example, the GCS value ’15’ was extracted using pattern matching with regular

expression from the medical transcript ”A 14 month old male who apparently has had a fall

down a flight of steps, approximately seven steps. There’s no LOC, no history, no medica-

tions, no known drug allergies. Our patient, came home, he was over at a friend’s house,

he was brought back home, and apparently, had started acting lethargic and started shaking

and convulsing. At this time, my patient is awake and alert, not crying, but, he does smile,

and interact. 15 on the GCS, he has got a good pulse, everything’s good. Little bump on the

head, on the front of the head. He is backboarded and collared and, but other than that no

obvious injuries.”.

MENTAL ST: The mental status examination is a structured assessment of the patient’s

behavioral and cognitive functioning which includes descriptions of the patient’s appearance

and general behavior, level of consciousness and attentiveness, motor and speech activity,

mood and affect, thought and perception, attitude and insight, and higher cognitive abili-

ties of which the specific cognitive functions of alertness, language, memory, constructional

ability, and abstract reasoning are of utmost priority in the rapid assessment done by the

first responder[ 51 ]. From the narrative text, the ’mental status’ concept was extracted from

phrases retrieved by metamap’s semantic type ’Finding’ and then refining the data using

spacy’s dependency parser to retrieve related words that are modifiers or connected by con-

junctions. For example, some of the phrases encountered were alert and oriented(AnO),

lethargic, confused, loosing interval, etc. to describe the mental status of the patient.

PATIENT COND: Based on the initial inspection which considers patient vitals and

other factors combined, the patient condition is categorized using the acronym CUPS where

’C’ for critical used when the patient is either receiving CPR, in respiratory arrest, or requir-

ing and receiving life sustaining ventilatory/circulatory support, ’U’ for unstable used when

the patient has a poor general impression being unresponsive with no gag or cough reflexes,
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’P’ for potentially unstable when patient is responsive but unable to follow commands, has

difficulty in breathing, has pale skin or other signs of poor perfusion (shock), is having a

complicated childbirth situation, has uncontrolled bleeding, has severe pain in any part of

the body especially severe chest pain with a systolic BP of less than 100mmHg or is unable

to move any part of the body and, lastly, ’S’ for stable when patient has a minor illness,

minor isolated injury, uncomplicated extremity injuries, and/or any other condition that

cannot be categorized as Critical, Unstable or Potentially unstable[ 52 ]. This information is

retrieved with the ’Finding’ semantic type of metamap sometimes as well as spacy’s syntac-

tic analysis that search for the subject word and its related connection. For example, the

value of ’PATIENT COND’ concept is ’patient is stable right now’ for the medical transcript

Notification of a Priority 2 transport. We have a 14 year old male who was hit by a bus, with

a possible femur and pelvis fracture. He is complaining of pain in those regions. The, patient

is stable right now. He has a blood pressure of 120 over 78, a pulse of 111, and a respiration,

16. Patient is in full, spinal immobilization and an IV has also been established. no loss of

consciousness using word search to extract the word stable and then analyzing with spacy’s

dependency parser adding the constraint that it describes a pronoun like he/she or a noun

like patient. With ’stable’ as the root word(checked by retrieving the parent/head of the

token, and if the parent is same as the token, it is the root word), the token tag is checked

to identify if it’s a noun(NN), verb(VB) or adjective(JJ) after which the token children are

retrieved based on it’s dependency connection to the word ’stable’ being either a conjunction

or modifier in this case. The retrieved text is then compared to the medical narrative text

to obtain the missing adverbs, punctuation’s, etc and reorder the words to match the phrase

in text.

Figure 4.3. Dependency Tree Visualization for ’The, patient is stable right now’[ 38 ]
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PAST MEDICAL HISTORY, CURRENT MEDICATIONS: The patient’s past

medical history refers to chronic health conditions or surgeries that the patient has had pre-

viously along with the current medications taken by the patient. This can provide important

clinical insight when triaging, diagnosing, and treating patients with critical, emergent illness.

In life-threatening emergencies when the patient is often not able to provide information, the

medical professionals use other sources of information like family, other bystanders, and/or

medications containers to construct a quick draft chronic health profile for the patient[ 53 ].

From the medical narrative, past medical history and medications concepts are retrieved

using metamap semantic types ’Finding’, ’Clinical Attribute’, ’Clinical Drug’ and ’Disease

or Syndrome’ combined with medicine extractor algorithm Med7 and spacy’s dependency

parser. The current medications taken by patient is distinguished from the medications pro-

vided by the EMS staff by using syntactic analysis to find information that specifies that

the patient is taking the medicine compared to the patient being given the medication.

For example, the medical transcript A 14 month old male who apparently has had a

fall down a flight of steps, approximately seven steps. There’s no LOC, no history, no

medications, no known drug allergies. Our patient, came home, he was over at a friend’s

house, he was brought back home, and apparently, had started acting lethargic and started

shaking and convulsing. At this time, my patient is awake and alert, not crying, but, he does

smile, and interact. 15 on the GCS, he has got a good pulse, everything’s good. Little bump

on the head, on the front of the head. He is backboarded and collared and, but other than

that no obvious injuries has ’PATIENT MEDICAL HISTORY’ as ’no history’, ALLERGIES

as ’no known drug allergies’ with metamap output as shown below.

• Phrase: no history’,

Meta Mapping (1000):

1000 N History (Medical History) [Finding]

• Phrase: ’

• Phrase: no medications’,

Meta Mapping (1000):

1000 Medications (Medications:-:Point in time:P̂atient:-) [Clinical Attribute]
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• Phrase: ’

• Phrase: no known drug allergies’,

Meta Mapping (901):

660 Known [Qualitative Concept]

901 N Drug Allergies (Drug Allergy) [Pathologic Function]

ALLERGIES: Allergies refer to medication that cause an anaphylactic reaction in the

patient causing an upper airway obstruction often described by the lung sound description

’stridor’ heard during the inspiratory phase of the respiratory cycle. With metamap se-

mantic types ’Finding’ and ’Pathologic Function’, phrases describing patient allergies in the

narrative was retrieved and then refined using spacy.

LUNG SOUNDS: Lung sounds are of 2 types: expiration and inspiration sounds.

The duration and clarity of lung sounds helps to identify many acute and chronic problems

which may or may not be directly related to the lungs[ 54 ]. Lung sounds are described as

either ’equal’, ’clear’, diminished’, ’wheezes’, ’rhonchi’, ’crackles(rales)’ or ’absent’[  55 ]. The

information regarding lung sounds in the narrative text is retrieved by first obtaining phrases

related to lungs using metamap semantic type ’Body Part, Organ, or Organ Component’ and

then words describing lungs are obtained using syntactic dependency parser that identifies

adjectives and modifiers. The produced output is then filtered and reorder the combined

words to reflect the same order of words in the text. For example, the medical transcript

”A 14 year old male, one GSW to the right hip. No exit. We have got a blood pressure of

116 over 70, heart rate 90, respiration’s about a 20 right now, ALS is, being provided at this

time. He does have a line. He is fully boarded and collared. He is alert and oriented. Equal

lung sounds bilaterally. You can actually see the bullet, right in the front pelvis. You can

see it like in his front hip”, metamap retrieves the phrase ’equal lung sounds bilaterally’ as

3 separate phrases as shown below which is then processed by spacy.

• Phrase: ’Equal lung

Meta Mapping (888):

694 Equal (Relational Operator - Equal) [Intellectual Product]

861 LUNG (Lung) [Body Part, Organ, or Organ Component]

43



• Phrase: sounds

Meta Mapping (1000):

1000 Sounds (Sound - physical agent) [Natural Phenomenon or Process]

• Phrase: bilaterally’

PUPILS: While most often analysis for pupils is distinguished as analysis for the left

or right pupil, since the dataset mostly had scenarios where patient pupils description was

combined for both eyes and stated as either equal or unequal pupils that is/are reactive

or unresponsive to light, extracted concept field ’PUPILS’ refer to both pupils. Figure

Figure 4.4. Eye Assessment[ 56 ]

4.3 provides some of the information regarding eye assessment performed by a paramedic.

Concepts related to pupils is extracted first as phrases related to eyes or pupils by metamap

semantic type ’Body Part, Organ, or Organ Component’ and then using syntactic analysis,

adjectives describing pupils and modifiers linked by conjunctions are retrieved from the

complete sentence to get the expected mapping. For example, for the medical transcript ’A

six year old female, victim of a fall. Right now she has pain in her head and on the bridge

of her nose. Vitals are stable. 100% blood pressure palp, pupils are equal and reactive to

light. 104 pulse. 99% O-2 stat. We have her on blow-by oxygen right now. Transporting

Priority 2. Mother is claiming that she had some sort of convulsion after the table fell on

her head. Her mental status now completely alert and oriented.’ the value of ’PUPILS’ after

processing using a similar algorithm as that used for retrieving patient condition is ’pupils

are equal and reactive to light’. The metamap output is shown below.
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• Phrase: ’pupils

Meta Mapping (1000):

1000 Pupils (Pupil) [Body Part, Organ, or Organ Component]

• Phrase: equal

Meta Mapping (1000):

1000 Equal [Qualitative Concept]

• Phrase: reactive to light’,

Meta Mapping (1000):

1000 Reactive to light [Finding]

INJURY, MECHANISM OF INJURY: Injury information was extracted using

metamap semantic type ’Injury or Poisoning’ combined with phrase extraction using com-

monly used words related to injury like scratch, bump, bruise, etc. to capture information

missed by metamap. Mechanism of injury usually presents the problem for trauma calls

while nature of illness is used in the case of medical calls related to diseases or illness. Since

metamap algorithm did not distinguish between injury and mechanism of injury, with the

help of syntactic analysis and simple word search, sentences that contained description of the

mechanism of injury was extracted. Words commonly related to mechanism of injury that

are used for this study include ’fall’, ’gunshot’, ’struck’, ’fire’, ’attack’, ’collision’, ’assault’,

’stab’, ’hit’, ’suicide’, ’drowning’, ’crash’ and ’GSW’(abbreviation for gunshot wound).

COMPLAINT: Complaint usually contains information described by the patient but

in cases where patient says that they do not have a complaint and still needs the help of the

emergency medical service, the description provided by the first responder is considered as

complaint.

TREATMENT: The medication and treatment provided by the EMS staff at the site

or during transportation to the hospital is considered in general as ’TREATMENT’. The

concept is extracted using information retrieved by metamap semantic types ’Clinical At-

tribute’,’Clinical Drug’ and ’Medical Device’ along with phrase extraction based on certain

words and spacy’s syntactic analysis.
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For example, the medical transcript ”A 14 month old male who apparently has had a

fall down a flight of steps, approximately seven steps. There’s no LOC, no history, no

medications, no known drug allergies. Our patient, came home, he was over at a friend’s

house, he was brought back home, and apparently, had started acting lethargic and started

shaking and convulsing. At this time, my patient is awake and alert, not crying, but, he

does smile, and interact. 15 on the GCS, he has got a good pulse, everything’s good. Little

bump on the head, on the front of the head. He is backboarded and collared and, but other

than that no obvious injuries.” is processed to obtain an output with 24 concept fields and

it corresponding values from the narrative as shown in Figure 4.3.
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Figure 4.5. JSON Output
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4.2 Classification

While extracting concepts from medical narratives, information related to one of the

fields, namely ’MECHANISM OF INJURY’ was often too long and had some extra infor-

mation. To resolve that issue, 3 types of classification models using a much larger dataset

was trained and tested for classification accuracy, the implementation details of which is

described further in this section.

4.2.1 Dataset

Data used for classification was obtained by querying the National Electronic Injury

Surveillance System (NEISS) for a range of 3 years starting from 2017 until 2019. NEISS

is an injury surveillance and follow-back system that provides timely data on consumer

product-related injuries occurring in the United States.

Table 4.2. Sample NEISS Data used for Classification
TEXT Y
21YOM WAS BOXING WITH FRIEND WHILE
DRINKING AND GOT PUNCHED IN THE
FACE. BAC= 93.6 DX HEAD INJURY AND AL-
COHOL INTOXICATION

62-INTERNAL INJURY

71YOM FELL ON FLOOR IN BATHROOM. DX
RIB CONTUSION

53-CONTUSIONS, ABR.

16YOM TRIPPED OVER A RUG AND FELL
INTO A BURNING FIREPLACEDX BURNS IN-
VOLVING LESS THAN 10% OF BODY SUR-
FACE, FOREARM

51-BURNS, THERMAL

58YOF FX LWR LEG- TRIP ON DOG, FELL
PORCH STEPS- ETOH- XFER DUKE

57-FRACTURE

22YOM D’LOC KNEE REPOSITIONING SELF
IN BED

55-DISLOCATION

31YOF CONCUSSION- WALKED UP STEPS,
FELL FLOOR- ETOH

52-CONCUSSION.

62YOF LAC LWR ARM- FELL AGAINST
CHAIR

59-LACERATION
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Injury data is collected from a sample of 100 U.S. hospital emergency departments se-

lected from all 5,300+ hospitals in the United States with an emergency department[  57 ].

The data contains 25 columns with values CPSC Case Number, Treatment Date, Age, Sex,

Race, Other Race, Hispanic Origin, Body Part, Diagnosis, Other Diagnosis, Body Part 2,

Diagnosis 2, Other Diagnosis 2, Disposition, Location, Fire Involvement, Product 1, Prod-

uct 2, Product 3, Alcohol involved, Drug involved, Narrative, Stratum, PSU and Weight

with more than 300,000 records. For this study, data from the ’NARRATIVE’ column

was used as input to provide an output that specifies the mechanism of injury or diagnosis

category. The data contains 30 different categories for mechanism of injury.

4.2.2 Code Configurations

Using the python nltk library, the data in the narrative column is pre-processed and

cleaned by removing stop words and setting some of the words to its original form, also

called lemmatization. The dataset is then partitioned as train and test data with 70% as

train data and remaining 30% as test data. Firstly, for classification using Naive Bayes

algorithm, the input data is represented by a feature matrix with the help of python library

sklearn’s TfidfVectorizer[ 58 ]. The number of rows in the feature matrix is equal to the number

of records in training data and the number of columns is equal to the vocabulary size of the

data, which is the count of unique words in the complete document. Treating each output

category as binary values, a Chi-square test is performed to find the most relevant features

from the narrative texts for each category and hence reducing the size of columns in the

feature matrix which is then used as input for running the multinomial naive bayes classifier

from the scikit-learn library[ 45 ]. Table 4.3 shows the predicted results for 10 samples and

its corresponding probability.

Table 4.3. Naive Bayes Classification Results
True Value Predicted Value Probability
71-OTHER 71-OTHER 0.23
52-CONCUSSION 62-INTERNAL INJURY 0.44
53-CONTUSIONS,ABR. 59-LACERATION 0.4
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Secondly, with the help of gensim python library, a skip-gram word2vec model is used

to generate word vectors of size or dimension as 300 for each individual word in the input

text. The narrative text is then transformed to a padded sequence of input index ids to get

a feature matrix. The corresponding embedding matrix contains the word vectors linked to

Table 4.4. BiLSTM Classification Results
True Value Predicted Value Probability
71 - OTHER 71 - OTHER 0.85
52 - CONCUSSION 52 - CONCUSSION 1.0
53 - CONTUSIONS, ABR. 53 - CONTUSIONS, ABR. 1.0

each input index. Using the feature matrix as an embedding layer and the word vectors as

weights, a BiLSTM neural network combined with attention mechanisms and dense layers to

improve accuracy and predict probability of each output category for the output, is trained

for 10 epochs and then tested on test data a few of which is shown in Table 4.4[ 45 ].

Table 4.5. Language model Classification Results
True Value Distil-BERT BERT

Predicted Value Prob Predicted Value Prob
71-OTHER 71-OTHER 0.29 71-OTHER 0.27
52-CONCUSSION 59-LACERATION 0.4 62-INTERNAL IN-

JURY
0.38

53-
CONTUSIONS,ABR.

59-LACERATION 0.26 57-FRACTURE 0.33

Lastly, due to limitations on time and data size, pre-trained embeddings of google’s

language model BERT and its lighter version DistilBERT is fine-tuned instead of training a

model from scratch. Feature engineering is performed on the input narrative text to which

some special tokens are added to denote start and end of sentence then an id vector, mask

vector and segment vector is generated for each input narrative text. The resulting feature

matrix obtained has number of rows equal to the number of input narrative records with each

row having 3 vectors. As part of building the deep learning model with transfer learning,

the feature matrix is provided as input along with 2 additional dense layers added to predict

probability of output after which the model is trained and tested.
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5. EVALUATION

5.1 Information Extraction

The performance of the engineered algorithm was analyzed with the help of 2 evaluators,

with one of them being the director of the Emergency Medical Services department having

30+ years of experience in EMS and the other evaluator being the Chief Data Officer of The

Paramedic Foundation, president of American Paramedic Association and treasurer of the

National EMS Management Association working on his PhD in Public Policy & Admission

with an MS, NRP and FACPE degree.

Figure 5.1. Evaluation of Sample Document

Based on the evaluation of a set of 19 transcript outputs containing extracted/mapped

concepts, a strict score and partial score was calculated for each extracted concept value

from the narrative.
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Figure 5.2. Concept Distribution for 19 documents

In Table 5.1, for each concept field, the strict score represents the ratio of number of

correctly mapped documents to the total number of mapped documents and partial scores

was calculated as the ratio of the number of documents with either partial or correctly

mapped documents to the total number of documents. For example, in the medical transcript

A 14 year old male, who got out of bed and had some sort of syncopal episode, and took a fall

striking his head. Says he then got up and tried to walk again and took two more falls. When

they found him he was very disoriented, extremely diaphoretic, cold and clammy. Upon the

arrival of EMS, said they thought he had a GCS of 14 and was confused. He had unequal

pupils on the scene, 7 millimeters and 4 to 5 millimeters and they were extremely sluggish.

Upon my arrival, the patient had a GCS of 15, airway is patent, breathing bit labored, no

obvious external signs of trauma. Pupils are equal, round, and reactive at about 2 to 3

millimeters at this time. Current monitoring of vital signs, blood pressure is 118 over 69,

sats 100 percent with a nasal cannula. He is secured on a backboard. When I arrived on the
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Table 5.1. Evaluation Score
FIELD STRICT SCORE PARTIAL SCORE

GENDER 1 1

AGE 1 1

BP 0.895 0.947

PULSE 0.947 0.947

SPO2 1 1

RESP 0.737 0.789

B.G.L 1 1

GCS 0.947 1

MENTAL ST 0.684 0.947

PATIENT COND 0.263 0.263

CURRENT MEDICATION 0.789 0.789

ALLERGIES 1 1

PAST MEDICAL HISTORY 0.947 0.947

PAIN 0.842 0.842

TRAUMA SCALE 0.842 1

PUPILS 0.947 0.947

LUNG SOUNDS 0.842 0.842

VERBAL 0.789 0.842

AIRWAY 0.947 1

INJURY 0.737 0.789

MECHANISM OF INJURY 0.474 0.737

COMPLAINT 0.842 0.895

TREATMENT 0.737 0.842

NOTES 1 1

scene he was still breathing hard as day, he was running, his heart rate was about 50. He has

popped up from that, not sure if we have a medical? But, no real obvious signs of trauma,
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and, no blood or fluids in his ears or his nose, ’AGE’ value ’14 year old’ is correct mapping

whereas the mapped value for concept ’VERBAL’ is ’confused’ which is partially correct

as the expected mapping was ’disoriented, confused’. While calculating the initial score, a

mapping is considered partially correct if at least one word in current mapping matches the

expected mapping. Similarly each concept field value is analyzed to be either correct or

partially correct for each medical transcript after which the sum of total number of correct

mappings and total number of partial mappings is calculated. The total number of current

mappings for each concept is the number of total number of documents with mapping value

for each concept that could be either empty if there is no mention of the concept in the

narrative text.

Average Strict Score = Number of Correct Mappings
Total Number of documents

Average Partial Score = Number of Partly Correct Mappings
Total Number of documents

For 2 given input strings, Levenshtein Distance named after the Russian Scientist Vladimir

Levenshtein, measures the minimum number of insertions, deletions or substitutions needed

to change a one string into the other. In the case of partially correct mappings, the Fuzzy-

Wuzzy library that works on the principle of Levenshtein Distance was used for measuring

the similarity between the extracted value and ground truth.For analyzing the partially

correct concept mappings, we calculate the fuzzywuzzy partial ratio,token sort ratio and to-

ken sort ratio. The fuzzywuzzy ratio is a measure of the string similarity with a value in

range [0,100]. With T as the total number of characters in both strings and M as the number

of matches in the two string, the formula for calculation the ratio is

Fuzzywuzzy Ratio = int(round(2 ∗M ∗ 100
T

))

The normalized value of the fuzzywuzzy ratio is considered as the fuzzywuzzy score. The

maximum value of the fuzzy wuzzy ratio similarity measures between the shorter string and

every substring of the longer string gives the fuzzywuzzy partial ratio value. It is similar

to the contains method available for string in most programming languages but it fails if
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Figure 5.3. Average FuzzyWuzzy Scores

the order of words is not the same in the provided strings. This problem is overcome by

the token sort ratio that splits the words or characters in both strings based on a delimiter,

reorders both string and then compares the 2 strings. The token set ratio works similar to

the token sort ratio with the additional benefit of removing duplicate substrings within a

string before comparison. Figure 5.2 shows the average normalized fuzzywuzzy ratios for

each concept field based on the evaluator’s review.

Average Fuzzywuzzy Score = Sum of Nomalized Fuzzywuzzy Ratios
Total number of documents

5.2 Classification

While it is common to consider the best model as the one that predicts the maximum

number of correct samples, the quality of outcome and time required to obtain the results

matter when it comes to classification models. When analyzing the quality of the classifica-

tion predictions, there are four categories to be considered.
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• True Positives(TP): Expected value is a certain class

and the prediction matches.

• True Negatives(TN): Expected value is to not be a certain class

and the prediction matches.

• False Positives(FP): Expected value is a certain class

but the prediction doesn’t match.

• False Negatives(FN): Expected value to not be a certain class

but the prediction doesn’t match.

The performance of the classifier models are measured using sklearn.metrics library by

the metrics listed below and then used for comparing the models for efficiency.

• Accuracy: Ratio of the number of correct predictions to the total number of

predictions. It is defined by the formula

Accuracy = Correct Predictions
Total Predictions = TP + TN

TP + TN + FP + FN

• Precision: Metric useful when cost of false positives are high. It tells how

precise the classifier is in predicting true positives. It is defined as

Precision = True Positives
Total predicted positives = TP

TP + FP

• Recall: Metric useful when cost of false negatives are very high like

predicting the mechanism of injury as ’strain, sprain’ when it is actually

’poisoning’. It tells how sensitive the model is to positive predictions.

Recall = True Positives
Total expected positives = TP

TP + FN

• F1-score: Defined as weighted average or harmonic mean of Precision and

Recall with a value ranging from 0 to 1, it is useful when the classes are not
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balanced where each class is represented by an approximately equal number of

records.

F1 = 2 ∗ Precision ∗Recall

Precision + Recall

Table 5.2. Accuracy

Naive
Bayes

BiLSTM Distil-
BERT

BERT

Accuracy 0.60 0.62 0.37 0.35

The calculated values for precision, recall and f1-score for each class is shown in tables

5.3, 5.4 and 5.5. Based on the analysis, it can be seen that BiLSTM model performs best

when compared to the other models. To improve performance of the language models, data

was duplicated to create a balanced model and then tested, but it did not yield better results.

One of the possible reasons for low accuracy in the language models is that the embeddings

used for fine-tuning were trained on documents that contained simple english words unlike

the abbreviated medical terminology and phrases seen in the healthcare domain.

57



Table 5.3. Precision
Naive
Bayes

BiLSTM Distil-
BERT

BERT

41 - INGESTION 0.9 0.83 0.81 0.67
42 - ASPIRATION 0.6 0.42 0 0
46 - BURN, ELECTRICAL 0 0 0 0
47 - BURN, NOT SPEC. 0 0 0 0
48 - BURN, SCALD 0.85 0.83 0.66 0.67
49 - BURN, CHEMICAL 0.77 0.42 0 0
50 - AMPUTATION 0.75 0.84 0 0
51 - BURNS, THERMAL 0.72 0.65 0.64 0.57
52 - CONCUSSION 0.93 0.96 0.41 0.35
53 - CONTUSIONS, ABR. 0.84 0.86 0.56 0.61
54 - CRUSHING 0.55 0.81 0 0
55 - DISLOCATION 0.99 0.9 0.86 0.54
56 - FOREIGN BODY 0.84 0.84 0.61 0.66
57 - FRACTURE 0.8 0.96 0.49 0.4
58 - HEMATOMA 0.91 0.9 0 0
59 - LACERATION 0.81 0.94 0.51 0.27
60 - DENTAL INJURY 0.87 0.89 0 0
61 - NERVE DAMAGE 0 0.91 0 0
62 - INTERNAL INJURY 0.7 0.88 0.48 0.38
63 - PUNCTURE 0.88 0.8 0.88 0.73
64 - STRAIN, SPRAIN 0.85 0.94 0.45 0.47
65 - ANOXIA 0.86 0.89 0.62 0.6
66 - HEMORRHAGE 0 0.84 0 0
67 - ELECTRIC SHOCK 0 0.82 0 0
68 - POISONING 0.87 0.8 0.48 0.43
69 - SUBMERSION 0.88 0.95 0.91 0
71 - OTHER 0.32 0.33 0.25 0.37
72 - AVULSION 0.91 0.86 1 0
73 - RADIATION 0 0.97 0 0
74 - DERMA/CONJUNCT 0.92 0.86 0.83 0.69
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Table 5.4. Recall
Naive
Bayes

BiLSTM Distil-
BERT

BERT

41 - INGESTION 0.58 0.3 0.38 0.41
42 - ASPIRATION 0.01 0.09 0 0
46 - BURN, ELECTRICAL 0 0 0 0
47 - BURN, NOT SPEC. 0 0 0 0
48 - BURN, SCALD 0.49 0.22 0.39 0.25
49 - BURN, CHEMICAL 0.16 0.15 0 0
50 - AMPUTATION 0.01 0.36 0 0
51 - BURNS, THERMAL 0.52 0.53 0.35 0.29
52 - CONCUSSION 0.48 0.52 0.13 0.16
53 - CONTUSIONS, ABR. 0.52 0.61 0.19 0.17
54 - CRUSHING 0.03 0.1 0 0
55 - DISLOCATION 0.26 0.35 0.03 0.01
56 - FOREIGN BODY 0.53 0.38 0.34 0.25
57 - FRACTURE 0.6 0.57 0.24 0.31
58 - HEMATOMA 0.09 0.39 0 0
59 - LACERATION 0.63 0.64 0.46 0.74
60 - DENTAL INJURY 0.08 0.21 0 0
61 - NERVE DAMAGE 0 0.28 0 0
62 - INTERNAL INJURY 0.56 0.53 0.3 0.31
63 - PUNCTURE 0.51 0.32 0.18 0.2
64 - STRAIN, SPRAIN 0.61 0.55 0.4 0.33
65 - ANOXIA 0.19 0.21 0.07 0.1
66 - HEMORRHAGE 0 0.19 0 0
67 - ELECTRIC SHOCK 0 0.18 0 0
68 - POISONING 0.37 0.44 0.35 0.29
69 - SUBMERSION 0.2 0.2 0.02 0
71 - OTHER 0.83 0.96 0.74 0.38
72 - AVULSION 0.24 0.26 0 0
73 - RADIATION 0 0.22 0 0
74 - DERMA/CONJUNCT 0.47 0.43 0.22 0.23
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Table 5.5. F1-Score
Naive
Bayes

BiLSTM Distil-
BERT

BERT

41 - INGESTION 0.71 0.44 0.51 0.51
42 - ASPIRATION 0.01 0.15 0 0
46 - BURN, ELECTRICAL 0 0 0 0
47 - BURN, NOT SPEC. 0 0 0 0
48 - BURN, SCALD 0.62 0.35 0.49 0.37
49 - BURN, CHEMICAL 0.27 0.22 0 0
50 - AMPUTATION 0.02 0.5 0 0
51 - BURNS, THERMAL 0.6 0.58 0.45 0.38
52 - CONCUSSION 0.63 0.68 0.2 0.22
53 - CONTUSIONS, ABR. 0.65 0.71 0.28 0.27
54 - CRUSHING 0.05 0.18 0 0
55 - DISLOCATION 0.41 0.51 0.05 0.01
56 - FOREIGN BODY 0.65 0.52 0.43 0.36
57 - FRACTURE 0.69 0.71 0.32 0.35
58 - HEMATOMA 0.16 0.55 0 0
59 - LACERATION 0.71 0.76 0.49 0.39
60 - DENTAL INJURY 0.14 0.34 0 0
61 - NERVE DAMAGE 0 0.42 0 0
62 - INTERNAL INJURY 0.62 0.67 0.37 0.34
63 - PUNCTURE 0.64 0.45 0.31 0.32
64 - STRAIN, SPRAIN 0.71 0.7 0.42 0.38
65 - ANOXIA 0.32 0.34 0.13 0.17
66 - HEMORRHAGE 0 0.31 0 0
67 - ELECTRIC SHOCK 0 0.3 0 0
68 - POISONING 0.52 0.56 0.4 0.35
69 - SUBMERSION 0.33 0.33 0.04 0
71 - OTHER 0.47 0.49 0.37 0.37
72 - AVULSION 0.38 0.39 0 0
73 - RADIATION 0 0.36 0 0
74 - DERMA/CONJUNCT 0.62 0.57 0.34 0.35
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6. CONCLUSION

With time and accuracy being of highest importance in an emergency situation, this research

paper presents a solution to assist the emergency medical service staff in completing their

electronic reports automatically and providing them with an option to review and modify

incorrect mappings. By custom engineering existing techniques like Metamap and syntactic

dependency parser, medical narrative texts are transformed into a 24 concept field and value

pair. As part of the evaluation process, interaction with an experienced EMS professional

provided more information about the different terminologies used among EMS staff which

contained words that are unique to an emergency medical service professional. Since the

dataset was limited to trauma calls, to automatically retrieve the mechanism of injury from

text, 4 classification models were trained on a much larger dataset that contained medical

abbreviations, tested and evaluated for performance.

One of the limitations for this research work include the fact that the dataset was com-

paritively very small and the information content in it included information was more suited

to a dispatch unit that requires just enough information about the patient and location to

decide which hospital could provide best treatment and care for the patient which is more

conversational and concise compared to a detailed report of the patient provided by the first

responder. This was resolved to a certain limit by editing each transcript to remove irrelevant

information. Also, since metamap is trained on general healthcare documents, it was unable

to capture specific information related to EMS. To resolve that, specific semantic types were

chosen and filtered for certain words and then later combined with syntactic dependency

parser to provide concept-specific phrases. While analyzing the outputs, it was noticed that

the system produced a low score for a few concepts like patient condition, mechanism of

injury, etc. One of the reasons for the low score is that such values are populated by human

understanding of the medical narrative and was not retrieved as phrases present in text.

Since the algorithm discussed in this paper focuses only on extraction, concept values that

require human knowledge and understanding to derive a conclusion based on certain other

parameters, have a low performance score. With limitation on time, using pre-trained mod-
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els trained on the english vocabulary for medical abbreviated text caused the efficiency of

the language models to be significantly low.

Future improvements to the work done in this research include creating and using a

separate lexicon that contains EMS terminologies, increasing the quantity and quality of

dataset by retrieving recordings of detailed audio report provided by the field crews either

at the incident scene or while reporting to the medical professional at the hospital. Once

dataset quality and size is increased and model is trained on EMS ontology, additional

constraints on certain fields could be engineered, verified and tested. For example, in an

EMR report chief complaint must never be none and in cases when patient says that he/she

has no complaint, the system should be able to auto generate a summary of patient problem

as the chief complaint. Another improvement is for fields like pupils and lungs, with more

data in hand, information regarding pupils and eyes could be split into right and left sides.

With more interactions with EMS staff, it is also possible to highlight certain fields that are

required for each patient case and provide them with options to choose from and in doing

so, minimizing typing effort and errors caused while typing in a high stress environment.

The performance of language models can be significantly improved when trained on data

containing the EMS terminologies.

Although this algorithms focuses more on the EMS domain, the underlying methodology

can be custom engineered to develop automatic concept extraction in other domains that

require entity extraction from raw text. Despite the fact that the model has certain lim-

itations, it serves it’s intended purpose as an assistant to EMS staff for automated EMR

form generation. With information captured at the incident site, the first responder is prone

to less errors in analyzing the generated form and modifying it for any corrections since it

removed the need to memorize the details of the case.

When combined with a wearable device that records audio and captures images of the

incident, converting the voice to text, processing the text to generate concept-specific field

value pairs and transforming the generated output to an EMR form, this model can be used

in the field.
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