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PREFACE

On a global level, males over the age of 75 have the highest rates of suicide in nearly all industrialized countries (Jenkins & Kovess, 2002; Lester & Tallmer, 1994; McIntosh, Santos, Hubbard, & Overholser, 1994; Pearson, Conwell, Lindesay, Takahashi, & Caine, 1997). Suicide among older adults is a particular concern given the fact that adults age 65 and older have the highest suicide rates and are experiencing the largest population growth in recent history (Centers for Disease Control and Prevention, 2002; World Health Organization [WHO], 1996). Globally, the United States has a moderate rate of suicide, 11.9 per 100,000, with rates in other nations ranging as high as 25 per 100,000 people in Hungary, Scandinavia, Switzerland, Germany, Austria, and Japan to 10 per 100,000 people in the UK, Spain, Italy, Ireland, Egypt and the Netherlands (WHO, 2005). These statistics demonstrate that there is considerable variance in the suicide rates from country to country. There is also considerable variance from region to region and state to state. One key difference between the US and other nations, however, is the rate of gun suicide. The US firearm suicide rate is 1.25 times the next closest nation (Finland) and 200.8 times Japan’s firearm suicide rate (Cukier, 1998).

In the United States, suicide is the 11th leading cause of death with firearms being the method of choice for 57 percent of those deaths for men and women combined (CDC, 2002). Between 1990 and 2000, over 181,500 people killed themselves with guns in the United States (CDC, 2002). This rate is 1.7 times the homicide rate in the US and significantly higher than most industrialized countries. The rate of suicide among adults over 65 is the highest of any other age group in the US, claiming the life of around 15 older adults on average per day—5,300 per year—73% of
whom use firearms (CDC, 2002). While firearm suicide is a significant public health problem, particularly among older adults, the research base is limited. Most of the evidence focuses exclusively on gun suicide and homicide among youth or the general population.

The purpose of this manuscript is to add to the theoretical and research literature regarding elder suicide and to propose a sociological autopsy method of studying suicide. There are nine chapters in this manuscript. Chapter I provides descriptive information about older adults, with particular attention to risk factors and special needs. Chapter II focuses on relevant theoretical approaches to suicidology and a critique of specific sociological research methods. Chapter III presents the sociological autopsy method of studying firearm suicide including the measurement of key indicators. Chapter IV outlines the development and validation of the Political Climate Scale. Chapter V covers the development and validation of the Economic Climate Scale and Status Integration measures. Chapter VI presents findings from the Gun Access Scale development and testing and specific findings relevant to the Gun Access. Chapter VII centers on the relationship of violence and guns and more specifically, the Gun Access Scale and the Violence Index. Finally, Chapter VIII outlines the results of the full model as it pertains to suicide overall, firearm suicide overall, elder suicide, and elder firearm suicide. Chapter IX includes discussion and synthesis of all the findings. Chapter IX also includes the limitations and implications of the present study along with suggestions for future research.

The objectives for this manuscript are:

1. To discuss the nature and extent of suicide and address differences in suicide risk factors across the lifespan;
2. To sort out the theoretical explanations of suicidal behavior, and review needs, issues, and policy considerations for suicidology;

3. To outline existing sociological approaches to suicidology and critique previous suicide research from a sociological perspective;

4. To present a research protocol for studying elder suicide from a sociological perspective and outline the methods used for the present study;

5. To delineate the relationship of state-level sociological factors (political climate, economic climate, and status integration) and state suicide rates;

6. To describe the relationship of state gun policy and suicide;

7. To discuss the overall model fit for the state-level data with suicide rates; and

8. To discuss the limitations, implications and future directions of the study.
ABSTRACT

Greta Yoder Slater

FIREARM SUICIDE AMONG OLDER ADULTS:
A SOCIOLOGICAL AUTOPSY

Background: Emile Durkheim (1897/1985) theorized that sociological variables (e.g., social, political, economic) are more helpful for understanding suicide than individual or psychological explanations. This study extends the previous sociological work on suicide by testing a theoretical model that includes economic, political, and social variables. The purpose of this study was the development and testing of a predictive model of firearm suicide among the general population and among older adults in the US.

Methods: Secondary data were collected from each state (N=50) and included divorce, gender, economic climate, elder economic climate, election results, gun access, and violence index. Political data were obtained from the Federal Election Commission and were coded as the percent voting for the Republican candidate in each of the last four Presidential elections. Economic climate and elder economic climate measures included five indicators of poverty. The gun access measure was a six-item Scale of gun laws indicating the leniency of gun control laws in each state. Violence data were obtained from Uniform Crime Reports which included homicide, rape, battery, and robbery. Maximum likelihood (ML) estimation was conducted using AMOS 5.0.

Results: The initial test of the structural model yielded a very good fit for the overall model $\chi^2(9, N=50) =4.751$ (CMIN)$p=.855$, GFI=.973, NFI=.972, and
RMSEA=.000. Poverty, violence, partisanship, divorce, gender, and gun access had
significant effects on suicide, explaining 76.2% of the variance in state suicide and gun
suicide rates. Gun access had a significant, direct effect on suicide explaining more than
40% of the variance in state rates. Southern & mountain states with liberal gun policies had
significantly higher rates of suicide and firearm suicide. The model was less helpful for
explaining elder suicide, with 54% of the variance explained for elder suicide and elder gun
suicide rates.

**Implications:** The sociological autopsy approach provides evidence to help
inform policy making and practice in the US. Future research is needed to better
understand age differences in gun access and to understand how elders acquire guns
used in suicide. Comprehensive, theory-building research is one step toward a reduction
in firearm suicide and development of comprehensive suicide prevention programs.

Margaret E. Adamek, Ph.D., Chair
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Chapter I: INTRODUCTION

Epidemiology of Suicide

Overview

“Suicide” first entered the English language in 1651 A.D. (Stillion & McDowell, 1996) and has been defined several common ways in the epidemiological and practice literature. Shneidman (1985), the founder of the American Association of Suicidology, delineated the psychosocial elements that appear most often in suicide. He defined suicide as, “…a conscious act of self-induced annihilation, best understood as a multidimensional malaise in a needful individual who defines an issue for which the suicide is perceived as the best solution” (p. 203). Simply put, suicide is the intentional act of taking one’s own life.

Other terms are common in suicide research, but they are not necessarily synonymous with suicide. For example, “parasuicide” is a term used to describe non-fatal suicide attempts (Kreitman, 1988; McIntosh et al., 1994; WHO, 1986) and this type of suicidal behavior is often studied using data from hospitalizations for serious injuries where there has been a suicide attempt (e.g., Scocco & De Leo, 2002; Shenassa, Catlin, & Buca, 2003). ”Deliberate self-harm [DSH]” was used by Boyce and colleagues (2003) and Hawton and colleagues (1998) to include self-injury and self-poisoning with or without suicidal intent. Szanto and colleagues (2002) credit Farberow (1980) as the first to use the term “sub-intentional suicide,” but it appears that Shneidman (1967) used it first (“subintentioned suicide”) in his book Essays in self-destruction (p. 515). “Sub-intentional suicide” is a collection of covert behaviors such as refusing to eat, drink, take required medications, or to grossly neglect one’s self (Shneidman, 2001). This class of behaviors is also called “intentional self-destructive
behaviors [ISDB],” “indirect self-destructive behavior [ISDB],” or “indirect life-threatening behavior [ILTB].” ILTB was the focus of several suicide studies in long-term care facilities (Osgood, 1982; Osgood, 1992; Osgood & Brandt, 1990; Osgood, Brandt, Lipman, 1991). Tadros and Salib (2000) used the term “fatal self-harm [FSH]” when describing fatal outcomes of self-harming behavior. This term can be used interchangeably with “suicide.”

Extent

Suicide is most often represented as a rate per 100,000 people, which facilitates comparisons between demographic sub-groups and geographic regions of various population sizes. For example, Wyoming’s suicide rate of 21.1 per 100,000 people was the highest in the US for the year 2002 and slightly more than twice the national average of 10.7 deaths per 100,000 (CDC, 2004). The District of Columbia had the lowest rate: 5.4 per 100,000 and only 31 suicides. The highest overall rates of suicide in the US were in the mountain region (Nevada, New Mexico, Montana, Wyoming, Arizona, Colorado, Utah, and Idaho) with a rate of 16.9 deaths per 100,000 people. Seven of the eleven states with the highest suicide rates (two states were tied for 10th) were from the mountain region. The mid-Atlantic region (New York, Pennsylvania, and New Jersey) has the lowest regional rate: 7.8 deaths per 100,000 for the year 2002 (CDC, 2004).

Although older adults—people age 65 and older—comprised only 12.3 percent of the population in 2000, they accounted for 17.5 percent of the suicides (American Association of Suicidology [AAS], 2003). White men over age 85 have historically been at the greatest risk of suicide, with rates nearly 6 times the national rate overall (CDC, 2004). Regionally, rates of suicide among elders—age 65 and older—were
highest in the mountain region (Nevada, New Mexico, Montana, Wyoming, Arizona, Colorado, Utah, and Idaho) which averaged 23.9 elder suicides per 100,000 people (AAS, 2003; CDC, 2004). The region with the lowest elder suicide rate in 2000 was the mid-Atlantic region (New York, Pennsylvania, and New Jersey) with an average rate of 9.89 suicides per 100,000 people in 2000 (CDC, 2002).

Firearms are the most common method of suicide for both genders and all ages (CDC, 2004). Between 1980 and 1992, firearm-related suicides increased from 60 percent of suicides to 69 percent among elders (Adamek & Kaplan, 1996) and this upward trend has continued since that study was published, with the current level of 73 percent in 2000 (CDC, 2002). Although the suicide rate has remained stable for elder women since 1979, gun suicide increased 10 percent from 1980-1992 among women 65 and older, replacing poisoning as the most commonly chosen method of suicide among older women (Adamek & Kaplan, 1996). The regional differences for gun suicide and gun suicide among elders are distinct. The mountain region (Nevada, New Mexico, Montana, Wyoming, Arizona, Colorado, Utah, and Idaho) has the highest average gun suicide rate for both the general population and elder population. The average rate of gun suicide and elder gun suicide per 100,000 people in the mountain region was 9.67 and 18.91 respectively (CDC, 2004). Much like the regional rates for overall suicide and elder suicide, the mid-Atlantic region (New York, Pennsylvania, and New Jersey) had the lowest average gun suicide rate and elder gun suicide rate in 2000. New York, Pennsylvania, and New Jersey had an average of 3.45 gun suicides per 100,000 people in 2000 and an average of 5.73 gun suicides within the elder population in 2000 (CDC,
Although the United States ranks 44th globally\(^1\) for overall rates of suicide (WHO, 2005), the rates of gun suicide were higher in the US than any other country\(^2\). The firearm suicide rate in the US was 25 percent higher than Finland (2\(^{nd}\) highest) and twice the rate of the 3\(^{rd}\) highest country, Estonia (Cukier, 1998; United Nations, 1997).

A wide range of risk factors—age, gender, physical illness and disability, mental illness and mood disorders, losses (divorce, widowhood, and retirement specifically), and access to lethal means—have been associated with increased suicide risk among older adults. The most prominent risk factors associated with suicide in the epidemiological literature are outlined next.

**Risk factors**

*Age.* Shenassa and colleagues (2003) suggested that suicide rates increase with age, because of the increased likelihood of death following an attempt. Adults over 65 have an attempt to completion rate of 4:1, while the risk for younger people has been documented in the range of 8:1 to 300:1 (McIntosh et al., 1994; Szanto et al., 2002). This finding is similar to another study of suicide in which attempts to completion ratios are higher among adolescent or younger adult samples versus older adults (Pirkis, Burgess, & Dunt, 2000). It is likely that these rate differentials are due to the fact that older adults frequently have more health problems, often live by themselves, avoid mental health interventions, are less likely to communicate suicidal ideation, take precautions to avoid discovery, choose more lethal means (i.e. firearms), and are not detected as quickly after the attempt (Conwell et al., 1998; Conwell & Duberstein, 2001; Szanto et al., 2002).

---

\(^1\) The World Health Organization had data available for 97 countries as of June 2004. These data included both industrialized and developing countries.

\(^2\) The United Nations Commission on Crime Prevention and Criminal Justice had firearm suicide data for 46 countries in March 1997. These data included both industrialized and developing countries.
In order to better understand causal factors involved in elder suicide, it is helpful to review similarities and differences between youth suicide and elder suicide. Tadros and Salib (2000) compared methods of fatal self-harm in 79 older adults and 200 younger adults in England by using coroners’ reports from 1995-1998 to identify age-specific risk factors. The most common method of FSH among the older adult sample was poisoning by overdose and hanging was most common among younger people. Several methods of suicide differed significantly based on age: drowning, suffocation, carbon-monoxide poisoning, and jumping from heights. Tadros and Salib found that drowning was significantly more likely in the older adult sample than among younger adults, while suffocation, carbon-monoxide poisoning, and jumping from heights was significantly more likely method of death for the younger adults. It can be noted that there were no gun suicides during that time period, which reflects England’s extremely low firearm suicide rate (Cukier, 1998; United Nations, 1997). Handguns are illegal in England and only four percent of Britons have other kinds of firearms in their households (Cukier, 1998).

Miller, Segal, and Coolidge (2000) also compared older and younger adults in their study of suicidal thinking and reasons for living among a sample of people in the US. They hypothesized that older and younger adults would have different reasons for living and that protective factors would be different due to living experiences, coping strategies, and socialization differences. They found no age differences in suicidal ideation for their sample of 164 people. This is contrary to findings by Duberstein, Conwell, Seidlitz, Lyness, Cox, and Caine (1999) who found that increasing age is associated with significantly less suicidal ideation in a sample of New Yorkers. Older adults do not often give warnings about suicide and seldom seek mental health
treatment (Duberstein et al., 1999). Unfortunately, not only are older adults less likely
to seek treatment, but physicians are also less likely to diagnose and/or offer treatment
to older depressed patients than younger ones (Uncapher, 2000; Uncapher & Arean,
2000). Hopelessness and depression are not normal parts of aging, yet there is a
common misconception that these features go hand-in-hand with growing older.

Of the epidemiological studies of suicide, several important differences between
older and younger suicides have been found. Age is directly associated with increased
firearm suicide; younger people use guns significantly less often than older people. For
example, Romero and Wintemute (2002) used CDC data files to examine trends in
firearm suicide and homicide in the US between 1980 and 1998. The rate of firearm
suicide increased with age, with the adolescent (aged 15-24) rate of gun suicides
reaching 6.7 per 100,000 people and the rate among elders (aged 65+) more than double
that of youth, or 14.6 deaths per 100,000 people (Romero & Wintemute, 2002). They
found that 57 percent of the suicides in 1998 were completed by firearm and these rates
were relatively stable over time (from 1980-1998).

Shenassa, Catlin, and Buka (2003) compared mortality data of 10,287 suicides
They found that while protective factors associated with youth (good health and
recuperative abilities, the lack of technical knowledge required for difficult suicide
methods such as hanging, and decreased likelihood of being left alone for extended
periods of time) moderated the lethality of parasuicide in non-firearm attempts, guns
were found to have uniform lethality across the lifespan. Any event using a gun was 2.6
times [.95 CI, 2.1 to 3.1] more lethal than the next most common method (suffocation).
There were significantly more poisonings—it was the most common method—but those
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people did not die nearly as often as those who used a gun. Fatality was also significantly associated with older age—those who were older chose more lethal means and had higher rates of death. If a gun was used, it almost always ended in death, regardless of the person’s age (Shenassa et al., 2003).

In a qualitative study comparing older and younger adults’ thoughts about death, De Vries, Bluck, and Birren (1993) analyzed essays about death and dying written by 27 men and 27 women. The aim of the study was to see if qualitatively death was different than dying for these men and women. Thanatological (the study of death and dying) literature, particularly the “pop” materials on death and dying, has a tendency to discuss absence of fear as denial. These researchers were particularly interested in finding out what other alternatives to death anxiety there are in the lived experience of people. Structural analysis of these articles uncovered much more intense feelings about death than dying. Death was discussed in terms of self, other, and abstract and these same categories emerged from the study for dying as well. Younger and older adults had similar feelings about death and dying, but the middle aged people in the sample demonstrated elevated fears of death. They discussed being surprised by the findings, particularly finding no age differences between young adults and older adults. They concluded that a nearness to death is not the exclusive domain of older adults and that death anxiety is not an age-related construct (De Vries et al, 1993).

**Gender.** Numerous studies have demonstrated empirically that men have significantly higher risk of suicide than women and males 75 and older have the highest rates of suicide in nearly all industrialized countries (Conwell et al., 2002; Pearson et al., 1997; WHO, 2005). Worldwide, China is the only country where the suicide rates for women are higher than for men (WHO, 2005). One exception—the suicide rate of
elder Chinese men (60-84)—has remained high (Phillips, Li, & Zhang, 2002; WHO, 2005). Studies that controlled for gender found significant gender differences in parasuicidal behavior (Shenassa et al., 2003; Skegg, Nada-Raja, Dickson, Paul, & Williams, 2003; Welch, 2003). These studies have found that women of all ages make significantly more suicide attempts than men across the lifespan. Male gender is associated with higher rates of completion and use of highly lethal means, like firearms (Cantor & Baume, 1998). Romero and Wintemute (2002) found that men completed 87 percent of the firearm suicides in 1998 and had a firearm suicide rate more than 6 times the rate for women in the same year.

Conwell and colleagues (2002) found significant gender differences and age/gender interaction effects for their sample of 172 New Yorkers who ranged in age from 50-99 years old. Their psychological autopsy study focused on comparing completed suicides with randomly-selected community control subjects by age, gender, race, and county of residence. They found the risk of gun exposure higher for men than women (OR=2.57, p=.03) and that the risk for suicide was significantly elevated (OR=2.33; p=.01) by the presence of a gun in the home. The odds of suicide were even more elevated ($\chi^2=8.18; \ p=.004$) for men with access to a gun when controlling for education and living arrangement (Conwell et al., 2002). One limitation of suicide research focusing on gender differences is that it is difficult to disentangle which effects result from gender or suicide method.

**Physical illness.** Physical health problems have been well-established as a risk factor for suicide, particularly among older adults (Chenowyth, 1981; Conwell, Rotenberg, & Caine, 1990; Goodwin, Marusic, & Hoven, 2003; Harris & Barraclough, 1994; Szanto et al., 2003). Several physical illnesses have been associated with high
risk of completed suicide: cancer, HIV/AIDS, Huntington’s Disease, multiple sclerosis, peptic ulcer, renal disease, spinal cord injury, and systemic lupus erythematosus (Harris & Barraclough, 1994; Szanto et al., 2003). Chronic physical illness has been associated with higher risk of completed suicide when accompanied by depression (Harris & Barraclough, 1994; Szanto et al., 2003), but it has been suggested that the link is actually the comorbid depression or mental illness that increases the risk (Harris & Barraclough, 1994; McIntosh et al., 1994). While it is estimated that only 2-4 percent of terminally ill older adults kill themselves (Szanto et al., 2003), physical illness is more prevalent with advancing age and has been widely associated as an issue in suicide completions among older adults (McIntosh et al., 1994). A common component of physical illness, pain, has also been strongly implicated with the desire to end one’s life (Breitbart, 1990; Fishbain, Goldberg, Rosomoff, & Rosomoff, 1991; Goldblum & Martin, 1999).

HIV/AIDS cases have risen faster for middle and older adults than for any other segment of the population (CDC, 2005). This is significant because risk of suicide among HIV-positive individuals has ranged from 7-36 times the risk of the general population (Cote, Biggar, & Dannenberg, 1992; Dannenberg, McNeil, Brundage, & Brookmeyer, 1996; Plott, Benton, & Winslade, 1989; Rajs, & Fugelstad, 1992; Starace, 1995). Diagnosis of HIV in late-life is often difficult because older adults often do not perceive themselves at risk for HIV and often their physicians do not either (Strombeck & Levy, 1998; Zelenetz & Eptstein, 1998). While research is limited about older HIV-positive adults’ risk for suicide, there have been some studies that have included elders in the sample. Roy (2003) did a quasi-experimental study of suicide among HIV positive patients of all ages (N=149) to try to differentiate between HIV positive
patients who attempt and do not attempt suicide. Roy found that those who attempted suicide were more often female, had significantly higher rates of childhood trauma and had higher scores on the neuroticism measure (Eysenyk Personality Questionaire-EPQ). They also were significantly more likely to have had a depressive episode, at least one course of antidepressant medication, and a family history of suicidal behavior, which have been proven risk factors for suicide in numerous randomized clinical trials (Brown, Bruce, & Pearson, 2001; Kleepsies & Dettmer, 2000; Mulsant et al., 2000; Raue et al., 2001; Saz & Dewey, 2001; Szanto et al., 2002). Unfortunately, the age range of subjects in the sample was not reported, but the mean age was 42.1 for those who attempted and 46.3 for those who did not ($t(147)=4.2, p<.0001$).

In an ambitious study of death narratives, Holcomb, Neimeyer, and Moore (1993) analyzed the free-response narratives of 504 respondents who were asked to write about the meaning of death. Self-described constructivist researchers, these authors set out to identify the constructs most commonly associated with death and those least often associated. They found that respondents were twice as likely to evoke positive constructs of death as negative. Similar to de Vries and colleagues (1993), there were no discernable age differences in the ways that various age groups constructed death. Extremes in health status (excellent health vs. serious health problems) were associated with large mean differences in the MANOVA analysis of purposelessness and low understanding of death. Those in poor health described death as purposeless significantly more often and described having much less of an understanding of death than those in excellent health (Holcomb et al., 1993).

With regard to suicide, there was a significant correlation between past suicidal ideation or attempt and the construction of death narratives. Those who had past
histories of suicidality (n=206) were significantly less likely to talk about suicide in general terms, as something that happens to everyone than their counterparts (n=269). Those who had a past history of suicidal thinking or attempting had a more personal construction of death and talked about it from that point of view. One useful result of this study was the further refinement of a coding manual and framework of constructs related to death. The authors concluded by saying that more research was still needed to understand the complexities of death and how people make meaning from the experiences they have with facing death (Holcomb et al., 1993). The studies on death narratives (de Vries et al., 1993; Holcomb et al., 1993) is useful for understanding that age does not bring great understanding of death (Holcomb et al., 1993) or anxiety about death (de Vries et al., 1993). In work with older adults, it is helpful to remember that all people are unique and have particular ways of making meaning of their life experiences.

Mood disorders and mental illness. Depression has been well-established through several recent meta-analyses as a risk factor for suicide (Bartels et al., 2002; Kleepsies & Dettmer, 2000; Oei & Free, 1995; Szanto et al., 2002). Most of the practice research on suicide includes measures for screening depression and it is estimated that suicidal behavior is associated with depression in around 90 percent of the cases (Kaplan, Adamek, & Martin, 2002). In review of published studies of suicide, Duberstein and Conwell (1997) estimated that between 30-40 percent of the people who die by suicide have personality disorders or other Axis II diagnoses (Duberstein & Conwell, 1997). There are many well-developed instruments for assessing elder suicide risk and the often-associated diagnosis of depression. The Beck Depression Inventory (Beck, Ward, Mendleson, Mock, & Erbaugh, 1961), Center for Epidemiologic Studies-Depression Scale (Radloff, 1977), and Geriatric Depression Scale (Brink, Yesavage,
Lum, Heersema, Adey, & Rose, 1982; Yesavage, Brink, Rose, Lum, Huang, Adey, & Leirer, 1983) are the most widely used and offer highly valid and reliable results in assessing depression. The Geriatric Depression Scale (Brink et al., 1982; Yesavage et al., 1983) is available in 25 languages (Yesavage, 2003).

Kleepsies and Dettmer (2000) stressed the importance of viewing all risk factors within a framework of comprehensive suicide assessment and evidence-based treatments. Brown (n.d.) also provided a comprehensive review of assessment instruments and concluded that, “Most suicide assessment measures have been developed for children, adolescent, college student or young adult populations (see Goldston, 2000). In contrast, there are very few measures that have been specifically designed for elderly populations” (p.35). Reliable instruments to measure suicidality among older adults include: Scale for Suicidal Ideation (Beck, Kovacs, & Weissman, 1979), Suicidal Ideation Screening Questionnaire (Cooper-Patrick, Crum, & Ford, 1994), Reasons for Living Inventory-Older Adult (Edlestein, McKee, & Martin, 1999), and the Suicide Assessment Checklist (Rogers & Alexander, 1994). These instruments are reliable and valid for use in evidence-based practice with elders and have been validated with sub-groups of older adults (see Appendix A). Kleepsies and Dettmer noted several other high-suicide-risk features when presented with depression: comorbid alcoholism, insomnia, decreased concentration, anxiety, obsessive-compulsive features, and previous history of suicide attempts. Although comprehensive assessment and treatment of late-life depression is recommended for preventing suicides among older adults, there are some problems that have been outlined in the literature.

Barriers to treatment for late-life depression have been well-documented in the literature (American Psychiatric Association, 2003; Brown et al., 2001; Goldman,
Nielsen, & Champion, 1999; Kleepsies & Dettmer, 2000; Morrow-Howell, Becker-Kemppainen, & Lee, 1998; Mulsant et al., 2001; Szanto et al., 2002; Uncapher, 2000; Uncapher & Arean, 2000). Older adults often do not give warnings about suicide and seldom seek mental health treatment. Not only are older adults less likely to seek treatment, but physicians are less likely to offer treatment for depression to older patients and physicians are more likely to consider suicidal thoughts rational and normal (Uncapher, 2000; Uncapher & Arean, 2000). Sadly, Uncapher and Arean also found physicians to be less optimistic than psychiatrists and psychologists that they could help an older suicidal person (Uncapher & Arean, 2000), although physicians are much more likely to have elders on their caseload than either psychiatrists or psychologists, since elders frequently use general practitioners for all treatments, even mental health. The National Institute of Mental Health [NIMH] has been influential in reducing those barriers for older adults being treated in primary care through a large, multi-site randomized controlled trial, which warrants further discussion.

Prevention of Suicide in the Primary Care Elderly—Collaborative Trial (PROSPECT) is a multi-site collaborative research study funded by several National Institute of Mental Health (NIMH) grants. The aim of the study is to evaluate the effectiveness of a primary care intervention in preventing and reducing suicidal ideation and behavior, associated hopelessness, and depressive symptoms in a population based sample of older adults. There are 18 primary care practices involved in the study and they have been paired based on location (urban and suburban), and ethnic and racial characteristics of the population being served. This study is longitudinal and the data are collected at baseline, 4, 8, 12, and 24 months. Preliminary results suggest that the intervention has been effective, particularly the medication algorithm that has been
developed to guide best practices in primary care clinics (Mulsant et al., 2001). The key findings include a protocol or algorithm for the recommended SSRI’s. This includes an “augmentation” strategy of supplementing with one prescription instead of the previous practice of switching medications altogether when the current medication is not demonstrating efficacy (Mulsant et al., 2001). The findings of the study are promising for reducing the risk of suicide among elders with a diagnosis of depression.

Losses: Retirement, widowhood, and divorce. International studies of suicide have also found that loss is associated with elevated risk of suicide among older adults. The WHO/EURO Multi-center study of suicidal behavior brought researchers together in 16 European centers to gather data and analyze findings of people over 65 who attempted suicide in those countries. The data were collected from 1989-1993 and represent the following countries: Italy, Australia, Denmark, The Netherlands, Norway, Switzerland, France, Spain, Sweden, Germany, and Hungary. Stockholm (Sweden), Pontoise (France), and Oxford (England) have the highest attempted suicide rates. In most places the older adults who attempted were widowers, living alone, and selected drug ingestion methods. Suicidal behavior increased with age and the suicide rates increased as well. As the respondents got older, they attempted and completed more suicides (De Leo et al., 2001).

It has also been theorized that men have higher rates of suicide because each gender differs in how they disengage from society. Men may suffer a greater loss of social roles, because they often occupy formal places of status in the society and have more difficulty adjusting to the loss of status and therefore disengage prematurely—by killing themselves. For example, nearly 90 percent of Caucasian and Hispanic men, and 80 percent of African American men were participating in the labor force between ages
50-54 (Hobbs and Damon, 1996), but the proportion steadily decreases with age—ten percent of the oldest old are still working by the time they reach 85. This change in status has been theorized as a reason for the elevated risk of suicide among elder Caucasian men. Elder women participate slightly less often in employment, with 68 percent of Caucasian and African American women and 58 percent of Hispanic women in the workforce between the ages of 50-54. This rate declines gradually with age, with between 4-6 percent of oldest-old women still working by age 80 (Hobbs & Damon, 1996). This poses a less dramatic shift in status for elder women.

Retirement, by choice or necessity, has also been associated with elevated suicidal ideation. Two studies of voluntary and involuntary retirement by Peretti and Wilson tested this idea (1978-1979). They measured emotional stability, involvement in social relationships, and type of retirement—voluntary or involuntary—were measured among 140 Chicago residents. People who had their emotional needs met through social relationships and had a high degree of emotional stability did not consider suicide nearly as often as those who were isolated and emotionally labile—regardless of the type of retirement. The durability of social relationships and emotional stability seem to be buffers for life stressors, decreasing the risk of suicide among these older adult men (Paretti & Wilson, 1978-1979). Shepard and Barraclough (1980) did not find significant differences between retired and employed matched controls for completed suicides (N=150). However, when the time factor was included, they found that abrupt retirements were characteristic of completed suicides in their sample. Lester (1988) presented the idea that role strain caused by women being in the workforce might be creating higher rates of suicide among men. He wrote, “On the other hand, it may be that the participation of females in the labor force creates additional stress for men (both
those in the labor force competing with the females and those married to the working females), thereby increasing their suicide rate” (p. 12).

Divorced, widowed, and single elders have an elevated risk of suicide (Luoma, & Pearson, 2002; Kaprio, Koskenvuo, & Rita, 1987; McIntosh et al., 1994; Trovato, 1991). As age increases, rates of widowhood increase steadily, with 82 percent of oldest-old women (over 85) being without a spouse (Quadagno, 1999). The rate of widowhood is 18 percent among old-old men, because wives generally outlive their husbands and men tend to remarry. Trovato (1991) found that the transition from single or widowed to married had a significant protective effect for men in the reduction of suicide risk. Several hypotheses about marital status were tested (widowhood, divorce, and marriage) using longitudinal aggregate data from Canadian suicides from 1951-1981. Marriage had demonstrated reduction in risk for both men and women (although more pronounced for men) when compared to divorced and widowed elders (Trovato, 1991). This is consistent with earlier findings by Kreitman (1988) and Smith and colleagues (1988) that marriage is a protective factor for suicide. Making an even greater case of increased suicide risk after bereavement was a Finnish study of 95,647 widowed persons (Kaprio et al, 1987). They analyzed the death certificates occurring in 1972-1976 and found that suicides were significantly more likely in the 6 months immediately following the death of a spouse. Kaprio and colleagues (1987) also found that the risk was high for both men and women, but markedly higher for men. Given all the risk factors outlined in this section, the one of most interest for this study is access to lethal means, which will be covered briefly in the next section.

**Access to lethal means.** Numerous studies link access to lethal means, like firearms, to higher rates of suicide (Conwell et al., 2002; Cukier, 1998; Cutright &
Internationally, the UK has a low percentage of households with guns (four percent) and a suicide rate of 0.3 per 100,000 people (Cukier, 1998). There were marked differences between Canada, the UK, and the United States with regard to gun ownership—40 percent of US households own guns as opposed to 4 percent and 26 percent in the UK and Canada, respectively (Cukier, 1998). The firearm suicide rates demonstrated a similar pattern; there were twice as many firearm suicides in the US, as in the UK and Canada combined. Despite the fact that US and Canadian suicide rates are similar overall, the firearm suicide rate in the US is twice the Canadian rate (7.23 per 100,000 and 3.35 per 100,000 respectively) and the proportion of homes with guns in the US is almost twice the Canadian percentage (Cukier, 1998). In England, most handguns were outlawed in 1996 (Graduate Institute of International Studies, 2005; Upson, Povey, & Gray, 2004) and since then, violent crime has decreased by 38 percent (Upson et al., 2004). While this hypothesis warrants further investigation, it appears likely that household ownership is associated with gun suicide in the US, Canada, and UK.

Most international and US American studies of firearm suicide are case-controlled, epidemiological studies using population-based aggregate measures. Findings from many of these studies point to increased suicide death when a gun is available, but there is a lack of consistent measurement in order to compare effects across studies. These studies have tested the gun access hypothesis for the general population, rather than among certain high risk groups like older adults (Cutright & Fernquist, 2000; Romero & Wintemute, 2002; Kellerman et al., 1992; Shenassa et al.,
Several studies have made international comparisons of gun access and suicide rates (and/or homicide rates) for general populations (Cukier, 1998; Killias, et al., 2001; United Nations, 1997), or for women specifically (Kester, 1988; Miller, et al., 2002). In one study about older adults specifically, Kaplan, Adamek, and Rhodes (1998) surveyed health care providers for their understanding about elder suicide by firearm in Illinois and found gaps in professionals’ knowledge of elder suicide by guns.

In one of the few case-control studies of firearm access and elder suicide, Conwell and colleagues (2002) used the psychological autopsy method to examine the suicide deaths of 86 victims age 50 and older. They found that, even after controlling for psychiatric illness, the presence of a handgun in the home was associated with increased risk for suicide. In addition, handguns posed a higher risk than long guns or rifles and the risk was much greater for elder men than elder women (Conwell et al., 2002). While the data suggest that suicide risk increases with access to lethal means, there is still a need for a clearer understanding of the connection between gun policy, firearm access, and elder suicide. Access to a firearm may be the aggravating factor differentiating attempts from completions when there are other high-risk circumstances like isolation, retirement stress, and depression.

Shenassa and colleagues (2003) echoed this call for more policy research and were bold about recommendations for reducing firearm death. They studied the mortality data from 10,287 suicides and the records of 37,352 nonfatal hospitalizations for attempted suicide in England from 1990-1997. While the main findings of the study have been reviewed in the age risk factor section, it is important to note the strong recommendations they had for restriction of lethal means. Shenassa and colleagues recommended limiting access through legislative, judicial, and community-based
approaches. It is not clear whether this approach would work in the US, since the UK already has a restrictive environment and culture that supports these types of interventions. More research is needed to help inform decision-making in the United States. They concluded by writing, “Fairly simple measures can be taken to limit access to firearms, particularly among minors. …Clearly, the most effective preventative measure is the removal of firearms, particularly handguns, from the environment… Moreover, to the extent that changes in the social milieu are lasting, reductions in the availability of firearms can also lower the suicide mortality of future generations” (p. 125). The British Medical Association [BMA], which published the research, has formal policies about the dangers of gun ownership and regularly publishes studies with strong recommendations about limiting access (BMA, 2000). The BMA recommends against physicians co-signing applications for their patients to own a gun. “Where the applicant is a patient, doctors are advised not to support firearm applications unless they believe that they have sufficient knowledge about an individual to justify a judgment that the individual could safely possess and control such a firearm. The occasions when this is so will be rare” (BMA, 2004, ¶ 2).

In one of the rare practice-based studies of firearms and suicide, Sherman, et al. (2001) demonstrated the efficacy of a multi-disciplinary Firearms Risk Management (FRM) program with suicidal adults (N=46). In addition to tracking gun availability using a firearms flow sheet, the social worker took several steps to neutralize the risk of the patient using a firearm to die by suicide upon discharge. These steps included contacting the patient’s family and case manager, as well as law-enforcement officials. The social worker provided gun-risk education and worked with families to remove the gun from the home. The multidisciplinary team provided ongoing consultation and
evaluation. Neutralization of the risk of firearm use was stable for 89 percent of the sample at 24 months. In other words, only 5 of 46 patients threatened the use of a gun or had access to a firearm following the intervention. Though not yet tested with older adults, this model offers a promising direction for the reduction of firearm suicide in late-life. In addition to understanding specific risk factors, it is important to understand the broader theoretical explanations for suicide. The following section addresses theoretical explanations for suicide among elders and the general population.
Chapter II: Theoretical Approaches to Suicidology

Theories of Suicide

Psychological theories

Causal theories of suicide are complex and often incomplete. Theorists propose causal factors that range from individual to societal and include a wide range of influences such as a chemical imbalance, personality type, attachment problems, substance dependency, religion, poverty, and social policy causes. Much of the research literature has focused on the causal practice theories from various psychological theory perspectives. Clearly, psychological research is the prevailing paradigm in the suicidology literature both within the United States and around the world. Stillion and McDowell’s book (1996), *Suicide across the Life Span*, provides a philosophical discussion of suicide by highlighting the various perspectives of western philosophers such as Socrates, Thomas Aquinas, Hume, Kierkegaard, and others. Both sociological and psychological theories can be traced to these philosophers’ influence on the modern theories of suicide. Stillion and McDowell (1996) go on to identify the following causes of suicide: an under-regulating superego or defense mechanism, learned helplessness, a series of unmet needs, thwarted development, irrational thoughts, chemical imbalance, or attachment problems (Stillion & McDowell, 1996). McIntosh and colleagues (1996) identify the main psychological theories of suicide including psychoanalytic (Achté, 1988; Adler, 1968; Freud, 1963; see also Litman, 1967 for a review of Freud; Kastenbaum & Aisenberg, 1972; Menninger, 1938; Shneidman; 1985), behavioral (Beck, Rush, Shaw, & Emery, 1979; Jerger, 1979; Seligman, 1975), personal construct theory (Kelly, 1955, 1961; Hughes& Neimeyer, 1990; Neimeyer, 1983), and the cubic model of suicide (Shneidman, 1987).
**Epistemology and evidence: Psychological approaches.** In most social sciences, there rages a long-standing debate about “truth” and the “evidence” a particular epistemological perspective brings to the research table. Psychological theorists are actively involved in this debate as well. The discussion in this section focuses on the evidence base for particular epistemic paradigms among the psychological theories. Some see epistemological positions along a continuum, as in social constructionism and constructivism, where truth and evidence are socially created or individualized and fluid. Rogers (2001) presents an existential-constructivist model of suicide. McBee-Strayer and Rogers (2002) have followed this conceptual work with empirical testing of suicide from this epistemological perspective. The model followed a “hybrid of existential theory as described by Yalom (1980) and critical constructivism as described by Mahoney (1991) and Neimeyer and Mahoney (1995)” (p. 273). The study focused on stressors and their relationship to fundamental constructions of the self, others, relationships, and worldview. The outcome measure was self-reported suicidal behavior. Interestingly, factor analysis methods were chosen to make sense of the data, so the case could be made that the design was not purely constructivist. One could argue that the use of statistics, such as factor analysis, is not suitable for constructivist designs, because generalizations made from mathematical models are not relevant to the individual’s experience of suicide, which is a unique construction for each individual. Nonetheless, the study found that relationships between individual constructions (of self, others, relationships, and worldview) and environmental challenges could not be conducted as planned. Poor performance on the *Reasons for Living Inventory* (Osman, Jones, & Osman, 1991) confounded the analysis and left these research questions unanswered in this study.
Fishman (2000) discusses “efficacy” versus “effectiveness” research in clinical disciplines and provides evidence for a new pragmatic psychology. Efficacy research, according to Fishman, is empirical testing of clinical practice that follows a manualized treatment protocol in which all of the therapeutic goals are clearly defined (often in advance—based on best practice guidelines for a particular diagnosis), measured, and progress is systematically evaluated. Efficacy research attempts to be as close to laboratory testing as possible in the social sciences and the goal is a clearly controlled social experiment, similar to clinical research in the physical and natural sciences. Effectiveness research is a practical, patient-centered treatment and research approach that has a more fluid definition of fidelity to the treatment protocol. Fishman argues that manualized treatment protocols in the strict sense of empirically supported treatments (EST) are designed for high internal validity but for little generalization to diverse populations or multiple presenting problems and diagnoses. Effectiveness research, by contrast, has high external validity, but low internal validity due to multiple confounding factors, such as patient-chosen goals. Finally, he presents an argument for yet another hybrid that falls within the positivistic realm of epistemology (Fishman, 2000).

At the extreme in this debate over which epistemology is the best (that is, it provides the most “evidence”) among practice approaches, are Grove and Meehl (1996) who maintain that the mechanical method is “almost invariably equal to or superior than the clinical method” (p. 293). These authors conducted a meta-analysis of decision-making in clinical practice and sampled all articles from the large literature researching clinical prediction in practice. They included all studies that listed at least one clinical prediction and one mechanical/mathematical prediction of treatment outcome in the
same study. They found 136 studies that met their criteria and this produced 617 distinct comparisons between math and mind (my reduction, not theirs). For each of these comparisons, they set up a numerical scheme (1=yes, 2=maybe, 3=no) for correctly predicting the outcome. Further, they allowed cases where the clinician had more information than the mathematician, but not the other way around. They wanted the burden of proof to weigh with the actuary, rather than the clinician.

They found the mechanical method was significantly better more often than clinical prediction. The article concluded by presenting cases and evidence for the predictive power of math and rebuttals for commonly argued sides of the debate. Both of the authors are self-proclaimed “proactuarial psychologists” and were not advocating mechanization of therapy itself or the relationship-building process. Rather, they recommended that clinicians who have a particular need for predictive judgments in their work (forensic psychologists, judges, probation officers, sexual offender therapists, and the like) use computer programs or some kind of actuarial table to help them make probability-based decisions. The mathematical models had significantly less false positives and false negatives than the clinicians, which added to their argument of the superiority of math versus clinical judgment. Overall, this article is thought provoking and useful for understanding the clinical/algorithmic debate about the accuracy of clinical judgment and standards of evidence needed in mental health treatment.

In summary, there are many approaches to “evidence” and many believe that hybrids are best for actual practice (Fishman, 2000; Mahoney, 1991; McBee-Strayer & Rogers, 2002; Neimeyer & Mahoney, 1995; Rogers, 2001). It seems that both learning the details of an individual’s experience with suicide and the ability to make
generalizations and predictions about suicidal behavior are crucial for building a comprehensive theory of suicide that is relevant for practice.

_Sociological theories_

Sociologists also have developed theories of suicide that are crucial for research. In his seminal work on suicide called, _Le Suicide: ‘Etude de Sociologie_ (trans. _Suicide: A sociological study_), master theorist Emile Durkheim (1897/1985) posited that sociological variables (e.g., culture, social cohesion, and governmental control) are more helpful for understanding suicide than individual or psychological ones. He wrote:

> The sociologist studies causes which affect not the isolated individual, but the group. Therefore among the factors of suicide, the only ones which concern him (sic) are those which affect society as a whole. The suicide rate is the product of those factors. This is why we must confine our attention to them. (p. 96)

Using official European statistics and epidemiological sampling methods, Durkheim classified four main types of suicide—egoistic, altruistic, anomistic, and fatalistic. Suicide, he theorized, was caused by individuals’ enmeshment or detachment from society—level of social cohesion. Extremes in political regulation, like dictatorships or anarchies, also cause suicide according to Durkheim (Alexander, 1988; Giddens, 1986; Poggi, 2000; Stedman Jones, 2001; Stillion & McDowell, 1996; Thompson, 1985). For clarification, Durkheim’s four types of suicide will be explained in more detail and the implications for modern suicide research from a sociological perspective.

In a nutshell, a disconnection between a person and the social environment causes egoistic suicide. It is theorized that when a person does not have enough connection in their relationships with family, friends, and/or community members, they may suicide. The individual becomes estranged from social life and suffers from an excess of individualism (Taylor, 1982). Lester and Yang (1992) found that social integration was
the strongest correlate of elderly suicide rates in various nations including the US. Further evidence of this is demonstrated by the high rates of suicide among divorced and widowed elders (Stillion & McDowell, 1996; McIntosh et al., 1994, Stack, 1990b).

At the other extreme of social cohesion, Durkheim hypothesized that altruistic suicide results from an over-identification or enmeshment with one’s community, religious institution, school, family or country. Suicide bombers or martyrs are examples of this kind of suicide, because the person chooses to give up their body for the “good of the cause.” One example of altruistic suicide is the Irish hunger strike during The Troubles. Irish activist Bobby Sands chose to starve himself in 1981 as a political protest on behalf of the Irish people (Beresford, 1987; Gould, 1981). His life was not worth living, in his estimation, without an Irish Republic free from British rule as well as equal rights for his countrymen and women.

Durkheim’s third type of suicide is anomic—a lack of self-regulation due to a disillusionment, uncertainty, or apathy about one’s roles in the political system and a lack of social norms to govern behavior. He hypothesized that overly permissive governments or anarchies cause people to feel directionless and void of purpose in the larger society. In addition, Durkheim and followers have used the idea of anomie to criticize modernity and the excesses of industrialization. Modern sociologists differ in their interpretation of anomie theory. European intellectuals like Bernberg (2002) tend to follow a more strictly Durkheimian critique of the culture. Such extensions as Institutional-anomie theory have been used to explain suicide and deviance (Bernberg, 2002). Modernity and industrialization have influenced a pathologic change in social structure, causing a decline in the welfare state (i.e., we no longer want to take care of
US intellectuals have tended to steer clear of the social structure critique inherent in Durkheim’s original anomie theory in favor of a more pragmatic perspective. Competition and the free market economy associated with capitalism are valued in the United States. Attempts to socialize the system are often met with serious resistance, so US American theorists have chosen to interpret Durkheim’s anomie as a lack of means to pursue culturally sanctioned goals (i.e., capitalism), rather than as a flaw in the system or structure itself. The problem is not with structural inequality, but inequality in opportunity. While most US Americans intellectuals who follow Durkheim would describe anomic suicide as being caused by the frustration of not achieving the American Dream and not having the emotional, political, economic, or social capital to succeed, the European interpretation of anomie theory focuses on a flaw in the system, rather than opportunity. When applied to suicide, a loosening of community and collective responsibility could cause suicide. Cultural goals (i.e., individualism, materialism, technicism, and secularism) leave many people feeling estranged from our larger society and this alienation causes them to take their own lives.

The opposite of anomic suicide is fatalistic, which is related to an oppressive system of rules in a particular segment of society. The person comes to feel as though they have no choices and that death would be better than living without freedom. Durkheim suggested that evidence for fatalistic suicide might be found in concentration camps and prisons. Moller (1996) discusses the effect of control and torture on the will of the Jewish people during the oppressive Nazi regime:
It is astonishing that the prisoners in the death camps got up at all. Yet, prisoners did indeed get up and did gather the resources necessary to survive another day. In the framework of extremity—of exhaustion, sickness, and frailty—the thirst for survival continued to motivate the decisions of the prisoners. Prisoners either got up or died; they either faced an unbearable world knowing they would have to bear it or gave up. (p. 222)

Overall, the emphasis of Durkheim’s theorizing about suicide is the idea that sociological, political, religious, and cultural variables have a greater predictive ability for high risk subgroups and populations than the psychological variables. The key is the level of analysis Dukheim preferred (groups) versus individuals and his theoretical position was/is innovative in the field of suicidology.

Moller’s (1996) review of the contemporary sociological explanations of suicide is atypical of US sociologists, which is why I am drawn to and have incorporated some of his ideas in my model for suicide study which is outlined later in this manuscript. He provides a cultural critique of factors such as individualism, materialism, secularism, and technicism, stating that these cultural values have led to meaninglessness, existential angst, and social isolation within our modern culture. His work has centered on the ways that our culture has alienated dying and terminally ill people as well as their families. Fear of death in our culture is crippling and has resulted in the rejection and alienation of dying people. This explanation could extend to older adult suicide, with our cultural fear of death leading to an avoidance of anything death-related, including suicide. Going a step further with his critique of US American cultural values and fear of death, he writes about the stigma and shame that survivors (family and friends who are left behind when a suicide has occurred) must face in addition to their grief (Moller, 1996). Family members who survive their loved one’s suicide are stigmatized by society’s blame and rejection of the person who died and the family system supporting
him/her. Similarly, Harwood and colleagues (2002) add to this important body of research by studying the impact that elder suicide has on family and friends of elders who have killed themselves. They found that the shame and guilt of having a loved one die in this manner was isolating for the family and they tended to blame themselves and others for not being able to stop it.

*Epistemological evidence: Sociological methods.* When considering the “forest and trees” of epistemology, one of the sometimes confusing aspects of sociology is the seemingly large jump from an observed phenomenon between two or more variables, the empirical testing of that event or relationship, and the generalization to a whole society of people. This discussion about mathematical relationship between observation and sociological “law” is relevant for connecting the practice of research with the philosophy of theorizing, including applied sociological research on elder suicide. Merton (1957) writes that, “the notion of directed research implies that, in part, empirical enquiry is so organized that if and when empirical uniformities are discovered, they have direct consequences for a theoretical system” (cited in Miller & Salkind, 2002, p. 27).

In summary, sociological theories of suicide focus on the broader impact of suicide on society and vice-versa. Political, social, and cultural trends have been theorized to cause rates of suicide to change depending on the social forces at play in a particular time period or geographic region. The work of Durkheim has been most influential in the study of suicide from a sociological perspective. In order to have a comprehensive picture of the causal theories of suicide, it is also important to have a brief introduction to the developmental theories that have influenced the
interdisciplinary field of gerontology, which has both psychological and sociological influences.

*Gerontological theories*

The gerontological research on suicide has largely focused on specific cognitive or behavioral theories, but there are a few developmental theories of aging that are useful for understanding elder suicide. Activity theory maintains that there is a direct relationship between activity levels and life satisfaction and was based in the Kansas City Study of Adult Life (Havighurst, 1972; Lemon, Bengston, & Peterson, 1972; Maddox, 1966; Spence, 1975). As one ages optimally, one manages to stay active and maintains significant social roles. Activities are delineated into three main types—informal, formal, and solitary—and the level of intimacy increases with the role supports the elder enjoys from these activities. Role supports serve to stabilize and cushion the elder through various transitions. When applied to suicide research, one could say that suicide risk increases in older age because older adults are less active and subsequently more isolated and less satisfied with life.

Disengagement theory—a prominent gerontological theory relevant to the discussion of suicide—is also based on the Kansas City Study of Adult Life. Disengagement theory purports that as people get older and face the inevitability of death, they disconnect themselves from their social network and the network disconnects as well from the individual (Cumming & Henry, 1961; Damianopoulous, 1961; Hendricks, 1994). This seems similar to Moller’s (1996) discussion of society’s fear of death and the subsequent alienation of dying people, but with one difference. Disengagement is mutually satisfying and beneficial (society and individual both detach) according to this theoretical perspective and it is possible that either the
individual or society can initiate the separation. Society detaches so that the individual’s death will not disrupt the social system; the severing of ties serves a function for the system and the individual. Elders gradually decrease their social roles because “the individual becomes sharply aware of the shortness of life and scarcity of time remaining…” (Cumming & Henry, 1961, p. 215). This theory is important for the field of gerontology because it marked a shift from the individual or psychological emphasis on aging to a sociological or societal focus, while still keeping sight of the individual who also benefits.

Critics have found fault with the idea that disengagement is universal, inevitable, and intrinsic (Quadagno, 1999). Some people disengage, but there is plenty of evidence to suggest that others grow more engaged as they near death, because social connection with others becomes much more of a priority (Moller, 1996, 2000). Disengagement theory has been used in suicidology among elders. Ofstein and Acuff, (1979) proposed a causal model hypothesizing that disengagement leads to egoism, which subsequently leads to suicide. This conceptual model was not tested empirically, but proposed a theoretical relationship connecting disengagement theory with Durkheim’s egoistic suicide among elders. It has also been theorized that men have higher rates of suicide because they suffer a greater loss of social roles. They often occupy formal places of status in the society and have more difficulty adjusting to the loss of status than do women. One way they disengage from society prematurely is by killing themselves. One problem with disengagement theory as a proposed model for studying suicide is that despite the position that disengagement is universal, intrinsic, and inevitable, suicide among various subgroups of elders is widely variant. For example, the rate for elder women was 4.1 per 100,000 people and 31.8 for elder men.
It seems that while some elders kill themselves, many others remain actively engaged with society until their deaths by natural or accidental causes.

The causal theories of suicide are complex and sometimes shortsighted, mostly due to the intricate matrix of individual and social factors that influence a person’s decision to die by suicide. The psychological, sociological, and gerontological theories are not mutually exclusive—just different ways of investigating and explaining a complex social problem. Further complicating matters are the often-differing needs, issues, and goals of the elder community, both within and among these sub-groups. For this reason, successful gerontologists and suicidologists have learned to work as an interdisciplinary community, while maintaining a clear focus on the specific needs, issues, and goals of the clients and research they are doing. Having a broad understanding of psychological, sociological, and gerontological theory is helpful for working with other disciplines interested in reducing suicide among young-old, middle-old, and the oldest-old. The next section of this manuscript proposes the sociological autopsy method of studying suicide, followed by the results of the study.
Chapter III: Methods

*Sociological Studies of Suicide: Development of Sociological Autopsy Method*

While there is a wealth of research on suicide practice, there is much less from a sociological approach. Epidemiological research could be characterized as sociological and many who analyze trends are sociologists. The disciplinary line between sociology, public health, social psychology, and policy analysis is quite fuzzy, although I am not sure that sociologists would appreciate that description. In short, most sociological research on suicide has grown from Durkheim’s work. There are numerous empirical articles outlining the social disconnection of various groups from society, therefore leading to anomic suicide. Kaplan, Adamek, and Martin (2001) use the term “society assisted suicide” and cite poor prevention efforts and poor training of physicians to detect and treat depression among older adults. The term “society assisted suicide” is strikingly similar to Durkheim’s anomie—the idea that society is responsible for taking care of its citizens. The lack of prevention programs, inadequate research on effective treatment for suicidal elders, dismal funding, and weak legislation constitute negligence on the part of our whole culture.

Status integration theory is based on the social component of Durkheim’s work. Gibbs (1964) first coined this term in his doctoral dissertation in 1957, which was further developed into a co-authored book, *Status Integration and Suicide: A Sociological Study*. He and his mentor developed a framework for testing the integration of different groups and the subsequent effect on the suicide rates for these populations (Gibbs, 1969, 1982, 1987, 2000; Gibbs & Martin, 1964/2001, 1974, 1981). Other articles have been written about the theoretical model and criticisms of the model (Schalkwyk, Lazer, & Cumming, 1979; Stack, 1978, 1990b; Stafford & Gibbs, 1985,
1988.) While these models have advanced our understanding of suicide from a sociological perspective, they have omitted the political and social policy aspects of Durkheim’s original theory. Gibbs and Martin (1964/2001) state, “In view of the difficulties involved in attempting to distinguish clearly between these concepts, we have decided to concentrate our efforts on social integration, the concept central to Durkheim’s general conclusion” (p. 7).

All of these studies, qualitative and quantitative, have important implications for the suicidology of older adults. The work of Gibbs and colleagues (Gibbs, 1969, 1982, 1987, 2000; Gibbs & Martin, 1964/2001, 1974, 1981) is lacking several other significant parts of Durkheim’s theory. For example, Durkheim was also interested in the connection between political climate and suicide. Gibbs and Martin chose instead to focus on employment practices (Gibbs, 2000), marital status (Gibbs, 1969, 1982, 2000; Gibbs & Martin, 1964/2001, 1974, 1981), race and gender (Gibbs, 1987; Gibbs & Martin, 1964/2001), international comparisons (Gibbs & Martin, 1964/2001), and religious practices (Gibbs & Martin, 1964/2001). Another limitation of Gibb’s work is a failure to account for overall levels of violence. He suggested that another area of study would be to study trends in times of war, but has not published research in that area. Another limitation of their work was not explaining the role of age and unique variables that are relevant to the high rates of elder suicide. Gibbs and colleagues failed to recognize other statuses than “traditional” definitions of family. For example, many of the single men and women in the study were likely gay, lesbian, or bisexual. An obvious limitation to studying sociological suicide patterns is the failure of the state to recognize same-sex unions, so the data are not widely available for analysis of suicide by partnered and unpartnered GLB families as it pertains to social cohesion. In studying
the broad sociological trends, it is important not to lose the trees for the forest, so to
speak. Both the qualitative and quantitative data gained through research with older
adults are valuable and can better inform policy, practice, research, and education in
gerontology (from all disciplines). It would be a useful contribution to incorporate the
idea of status integration into a more comprehensive model of suicide, one that includes
political, economic, status integration, access to specific methods (e.g., guns), and
violence of other kinds.

*Sociological Autopsy Approach: Overview*

The term “sociological autopsy” was originally coined by Chatterjee and Bailey
(1993) as a method for studying all broader social problems from a sociological
perspective. Sociological autopsy in this study is defined as a systematic identification,
“dissection,” and analysis of social and political variables, in a Durkheimian frame, that
contribute to higher rates of suicide death among different social groups. The
underlying assumption of this approach is that sociological variables are powerful
determinants of suicide. While individuals make the choice to die by suicide, rates of
suicide are higher among some groups of people (like older adults), in some parts of the
world, and in some cultures rather than others. These factors are not solely attributed to
individual choices, but are subject to them collectively (which affects group suicide
rates). A systematic dissection and measurement of sociological variables can help
inform policy and practice with older adults and bring us closer to a comprehensive
theory of suicide. The research hypotheses for this study are:

- **H₁**: Political climate has a direct (+) effect on gun access
- **H₂**: Political climate has a direct (+) effect on violence climate
H3: Political climate has an indirect effect on suicide rates by influencing gun access and violence climate
H4: Economic climate has a direct (+) effect on violence climate
H5: Economic climate has an indirect effect on suicide rates by influencing gun access and violence climate
H6: Status integration has a direct (-) effect on violence climate
H7: Status integration has a direct (-) effect on suicide rates
H8: Status integration has an indirect effect on suicide rates by influencing gun access and violence climate
H9: Gun access and violence are directly related to each other
H10: Gun access has a direct (+) effect on suicide
H11: Violence climate has a direct (+) effect on suicide
H12: The proposed theoretical model is a good fit for the data (see Figure 1)

Figure 1: Proposed Theoretical Model of Suicide (Model I)

- FEC-R=Federal Election Results
- PCS-R=Political Climate Scale-Revised
- ECS=Economic Climate Scale
- GAS=Gun Access Scale
- VCI=Violence Climate Index
- $e_{1-5}$ and $m_{1-2}$ and $d_1$=residual error terms
**Sociological Autopsy Model**

An important step in the prevention of older adult firearm suicide is the development of a useful research framework and theoretical model that synthesizes existing knowledge about the historical, social, and political context in which people live. Little research—psychological, sociological, epidemiological, or international—has focused on the political variables discussed in Durkheim’s original study. For this reason, this study seeks to combine aspects of status integration theory with measures of political climate, economic climate, violence climate, and gun access. Since firearms are the most commonly used method of suicide and since firearm policy is highly political and varies a great deal from state to state, these variables will be used to shed light on the high rates of suicide overall, firearm suicide overall, elder suicide overall, and elder gun suicide rates in the United States in 2000.

Because there has been so little empirical research of older adult suicide from a comprehensive, macro systems perspective, a conceptual model has been developed for this purpose. Rogers, Lewis, and Oney (2003) presented one theoretical model of elder suicide at an annual meeting of the American Association of Suicidology, but the model did not include social policy or firearm variables. Another limitation was that the assisted-living sample (N=350) they studied was 75.4 percent female, which does not adequately represent those most at risk of elder suicide—men. They concluded by stating that the data did not fit the theoretical model and was not particularly helpful in predicting suicide among older adults, which is why more work is needed (J. Rogers, personal communication, April, 23, 2003). The sociological autopsy research framework adapts the psychological autopsy model (Litman, Curphey, Shneidman, Farberow, & Tabachnick, 1963; Weisman & Kastenbaum, 1968) for a sociological
context. The basic idea of the psychological autopsy is to gather as much information as possible about the psychological life of a person who has died by suicide. The data are gathered from key informants, medical records, personal artifacts and socio-demographic sources in order to formulate a comprehensive history about the risk factors at play in the person’s choice to kill himself/herself (Conwell et al., 2002; Cooper, 1999; Phillips, Li, & Zhang, 2002; Upanne, 2002). The sociological autopsy model uses aggregate data to test causal relationships within the larger sociological context. While individuals make the choice to die by suicide, state-level suicide rates are the domain for sociological research. A systematic dissection and measurement of state-level data can help inform practice, improve policies, and prevent suicide in older adults who might otherwise be inclined to end their lives.

Predictors

Political Climate

Durkheim’s political theory has not been systematically tested, but there are several studies of interest for variable selection in this study. Hays and Glick (1997) investigated the role of partisanship, ideology, media, and timing in their research of “moral policy” dealing with living wills. They measured policy practice through event history analyses, which predicted the acceptance of living will legislation through multiple independent measures including: ideological liberalism, democratic control, innovativeness, mass media exposure, public opinion polling, and religious affiliation in each of the 50 states. These sociological variables provided a linear model, which predicted adoption of living will legislation and the role of PACs in the legislative process. The agenda setting and political climate indicators were gathered from publicly available, secondary sources. This method was useful and effective for analyzing moral
policy legislation. Because gun policy and suicide could be considered “moral policy” as well, similar measures were chosen for the political indicators in the present study.

Interparty competition has also been measured as a way to quantify partisanship in state-level politics. Ranney (1965) examined interparty competition based on three dimensions: proportion of success, duration of success, and frequency of divided control. *Proportion of success* was operationally defined and measured as the percentage of votes won by each party for statewide offices and the percentage of seats in the legislature held by each. *Duration of success* was measured as the length of time each party has controlled the statewide offices and/or legislature and *frequency of divided control* was the proportion of time in which control of the governorship and legislature has been divided between the Republican and Democratic parties (Bibby & Holbrook, 1999; Kenney & Rice, 1985; Ranney, 1965). The Ranney Index ranges from .0000 (total Republican success) to 1.0000 (total Democratic success). Ranney (1965) had the following categories:

- .90000 to 1.0000: one-party Democratic
- .70000 to .89999: modified one-party Democratic
- .30000 to .69999: two-party
- .10000 to .29999: modified one-party Republican
- .00000 to .09999: one-party Republican

Bibby and colleagues (1983) updated the index, noting that, “interparty competition gives more weight to partisan control of the state legislature than it does to winning the governorship” (p. 67). Another problem with measuring state partisanship or interparty competition is that the index is a static measurement of something that is in constant flux. The composition and competition between parties is not static, but a dynamic, changing system. One attempt to deal with this issue of time was attempted by Kenny and Rice (1985). They used the Ranney Index over a longitudinal study period to
examine how states have changed between 1948 and 1980. They found that five demographic variables explained a significant amount of the differences in states during the study period: race, income, union membership, urbanization, and voter migration across state lines (Kenny & Rice, 1985). States became more Democratic when their populations became “more black, less urban, and more unionized, and relatively less wealthy, and fewer in numbers” (p. 346). Each of these differences was a statistically significant predictor of partisanship change except unionization (Kenny & Rice, 1985).

Holbrook and Van Dunk (1993) studied electoral competition and developed a measure that included district-level competition as well. For their measure of district-level competition, they used three measures. First, they collected the percentage of popular vote won by the winning candidate. Second, they used the candidate’s margin of victory, which is especially helpful when there are two or more candidates running in a given election. Third, they used a measure of how “safe” the given seat was (i.e., a seat was considered safe if the percentage voting for the candidate was above 55 percent). The correlation between the Ranney and Holbrook-Van Dunk measure was $\alpha=0.68$, indicating a reasonable level of agreement between indices (Holbrook & Van Dunk, 1993). The Ranney Index has been consistently updated and tracked over a long period of time (1948-2001) (Bibby, Cotter, Gibson, & Huckshorn, 1982 & 1990; Bibby, Gibson, Cotter, & Huckshorn, 1983; Bibby & Holbrook, 1996, 1999, 2003; Ranney, 1976). Given that there is not a perfect measure of political climate, several measures were collected and tested for the present study. The Ranney Index, Ranney II Index, Erikson, Wright, and McIver indices (Partisanship and Ideology) was used in conjunction with a measure from the Federal Election Commission Scale [FEC] results for the 1988, 1992, 1996, and 2000 presidential elections (measured as the percent of
people in each state who voted for the Republican candidate) along with two gun-policy specific political measures.

The Political Climate Scale was first measured using seven indicators: Ideology index, and Partisan politics index, federal firearm license rate per state (FFL), Friends of the National Rifle Association donations (FNRA), Ranney Index, Ranney II Index, and Federal Election Commission Scale results. Erikson, Wright, and McIver (1993) developed the ideology and partisanship indices to analyze the ways political climate affects state-level (legislative) decision-making in the United States. Large, probability samples ranging from 292 (in WY) to 14,773 (in CA) respondents were asked to rate themselves as “conservative,” “moderate,” or “liberal” in ideology as well as “Republican,” “Independent, “or “Democrat.” Coefficients were developed and weighted based on population density for each state. Coefficients ranged from –1 (conservative) to 1 (liberal) on the ideology index and from –1 (Republican) to 1 (Democrat) on the partisanship index. Reliability alphas for Partisanship and Ideology are .85 and .92, respectively (Erickson, Wright, & McIver, 1993).

The FFL data were obtained from the HELP network (2003) Firearm Injury Prevention State Status Report. The HELP network data were collected from a variety of sources (CDC, Bureau of Alcohol, Tobacco, & Firearms, The Brady Campaign, and the National Gun Policy Survey conducted by the National Opinion Research Center). Conceptually, the FFL variable is defined as the number of licensed dealers in a state. Federal gun dealership licenses are issued by the Federal government to applicants in each state. The Friends of the NRA data were obtained from the NRA website (NRA, 2003). The site was determined to be a reliable source of data after using Vernon and Lynch’s (2000) criteria for evaluating website’s authenticity. Although it is not ideal to
collect data from a web source, it is difficult to obtain this information directly from the National Rifle Association because the organization is for members only. The weighted rate of donation per state was calculated by adding all the fundraising efforts from the FNRA website, adjusted for population density, dividing by the population and then multiplying by 100,000 for standardization.

Data for the Federal Election Commission Scale were obtained from the Federal Election Commission’s data files. The full data files can be obtained from the Federal Election Commission by writing to:

   Eileen J. Canavan, Deputy Assistant Staff Director for Disclosure
   Federal Election Commission
   999 E Street, NW
   Washington, DC 20463

The data were collected by the official polling stations for the 2000, 1996, 1992, and 1988 presidential elections. The data files are the official results from the Federal Election Commission. The percent voting for the Republican candidate in each state was calculated in each of the 4 presidential elections based on the actual number of total votes and votes for the Republican candidates. The measure was entered in SPSS for each percentage (carried to the ten-thousandths). The Republican candidate was chosen because of the party’s long history of support for gun rights and strong PAC backing of the National Rifle Association. In an illustrative statement during his keynote address in Orlando, Florida Governor, Jeb Bush, thanked members of the NRA for helping to elect his brother president in 2000. Bush cited exit polls that showed 48 percent of the voters in that presidential race were gun owners. He said, “Were it not for your active involvement, it’s safe to say my brother would not be president of the United States” (Join Together, 2003).
Data Properties: Political Climate

The indicators of political climate were: Ideology index, and Partisan politics index, federal firearm license rate per state (FFL), Friends of the National Rifle Association donations (FNRA), Ranney Index, Ranney II Index, and Bush voting in 2000. There were two missing values for partisanship and ideology (Alaska and Hawaii). Those values were replaced with the series mean rather than eliminating those cases. The average of people who voted for Bush in the 2000 election was 51.55 percent. The mean for the Ranney Index and Ranney II Index was .5615 and .6431 respectively. The averages for Partisanship and Ideology were 7.11 and -14.30 respectively. The average number of Federal firearm licensed dealers in the United States was 55.55 and the average donation to the National Rifle Association was $4,934.24 per state. Table 1 outlines the ranges and standard errors for political climate data.

Table 1: Political Climate Data Properties

<table>
<thead>
<tr>
<th></th>
<th>Range</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean Statistic</th>
<th>S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Federal Election Commission 2000</td>
<td>.359</td>
<td>.319</td>
<td>.678</td>
<td>.504</td>
<td>.012</td>
</tr>
<tr>
<td>Federal Election Commission 1996</td>
<td>.275</td>
<td>.268</td>
<td>.543</td>
<td>.423</td>
<td>.009</td>
</tr>
<tr>
<td>Federal Election Commission 1992</td>
<td>.207</td>
<td>.290</td>
<td>.497</td>
<td>.382</td>
<td>.007</td>
</tr>
<tr>
<td>Federal Election Commission 1988</td>
<td>.223</td>
<td>.439</td>
<td>.662</td>
<td>.545</td>
<td>.007</td>
</tr>
<tr>
<td>Ranney Index</td>
<td>.824</td>
<td>.176</td>
<td>1.000</td>
<td>.562</td>
<td>.036</td>
</tr>
<tr>
<td>Ranney II Index</td>
<td>.606</td>
<td>.337</td>
<td>.944</td>
<td>.643</td>
<td>.024</td>
</tr>
<tr>
<td>Partisanship</td>
<td>52.700</td>
<td>-17.400</td>
<td>35.300</td>
<td>7.110</td>
<td>1.577</td>
</tr>
<tr>
<td>Ideology</td>
<td>27.800</td>
<td>-28.000</td>
<td>-2.000</td>
<td>-14.300</td>
<td>1.041</td>
</tr>
<tr>
<td>Federal Firearm Licenses</td>
<td>197.000</td>
<td>8.600</td>
<td>205.600</td>
<td>55.554</td>
<td>5.387</td>
</tr>
<tr>
<td>Friends of the National Rifle Association</td>
<td>43734.560</td>
<td>0.000</td>
<td>43734.560</td>
<td>4934.236</td>
<td>998.655</td>
</tr>
</tbody>
</table>

Valid N=50
Many of the statistical tests used in the study rely on certain standard assumptions about the distribution of the data. Violations of the assumptions increase the likelihood of Type I and Type II errors, which leaves interpretation of the final results in jeopardy. Pedhazur (1997) notes, “Knowledge and understanding of the situations when violations of assumptions lead to serious biases, and when they are of little consequence, are essential to meaningful data analysis” (p. 33). Linearity, multicollinearity, homoscedasticity, and normality assumptions were tested for violations in the political climate data set. Visual inspection of the plots revealed a linear relationship for univariate and bivariate distributions for Ideology, Partisanship, FFL, FNRA, Ranney Index, Ranney II Index, and Federal Election Commission Scale results. The distribution of cases was linear with regard to Political Climate overall and there was a linear bivariate relationship between each of those variables and gun access and each of the four dependent suicide variables. The assumption of linearity was met for these data. Because these indicators were combined in one scale, the linear relationship between all the indicators was anticipated. A violation of the multicollinearity assumption was not an issue. Table 2 presents the zero-order correlation matrix for Political Climate. The development of the final scale is discussed in Chapter VI. There were two variables that violated the skewness and kurtosis assumptions for normal distribution of the political climate data. The formula for figuring skewness is as follows:

$$\text{Skewness} = \frac{\sum_{i=1}^{N} (Y_i - \bar{Y})^3}{(N - 1) s^3}$$

The formula for testing violations of the assumption of skewness (ses) is: $\sqrt{\frac{6}{N}}$
FFL was positively skewed and the statistic revealed that it was slightly more than the allowable limits (skew=2.354, s.e.=0.337). The formula for kurtosis is:

\[ \text{Kurtosis} = \frac{\sum_{i=1}^{N} (Y_i - ar{Y})^4}{(N - 1) s^4} \]

The formula for testing violations of the kurtosis assumption is:

\[ \sqrt{\frac{24}{N}} \]

FFL also violated the assumption of normality with regard to kurtosis (kurtosis=6.237, s.e.=.662). Similarly, FNRA violated both assumptions for skewness and kurtosis (skew=4.004, s.e.= .337; kurtosis=19.299, s.e.= .662). All other variables (Federal Election Commission, Ranney Index, Ranney II Index, Partisanship, and Ideology) were normally distributed with regard to skewness and kurtosis. Visual inspection of the data histograms confirmed that although there are violations of the skewness and kurtosis assumptions, the degree is not marked enough to cause serious problems with the interpretation of findings. Also, the plan was not to use the indicators separately, but in a combined factor score as a scale for the full analyses. The skewness and kurtosis problems were largely eliminated when the factor score was used to analyze the assumptions for the Political Climate Scale. The distribution was only slightly skewed to the right for Political Climate (skew=.111, s.e.=.337) and did not violate the normal distribution assumption. Similarly, the distribution did not violate the kurtosis assumption either (kurtosis=-1.064, s.e.=.662).

Visual inspection of plots for the data confirmed that the assumption of homoskedasticity for this data set was also met. None of the plots revealed data that were outside the margin of error for heteroskedasticity. The data have similar variance with regard to the errors across all levels of the predictors. Tabachnick and Fidell (1996) note that a slightly heteroskedastic data set is not a problem, but serious violations of this
assumption can lead to increased possibility of a Type I error. Again, Nevada was a consistent outlier when plotted with the criterion. Alaska, Montana, and Wyoming were also frequent outliers for the plots of FFL, FNRA, Partisanship, and Ideology when plotted with the four dependent suicide variables. All cases were considered in the analysis because the sample is too small to sacrifice one or two cases.
Table 2: Correlation Matrix for Political Climate

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Federal Election Commission 2000</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Federal Election Commission 1996</td>
<td>0.602**</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Federal Election Commission 1992</td>
<td>0.713**</td>
<td>0.541**</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Federal Election Commission 1988</td>
<td>0.693**</td>
<td>0.398**</td>
<td>0.720**</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Ranney Index</td>
<td>0.175</td>
<td>0.202</td>
<td>0.430**</td>
<td>0.301*</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Ranney II Index</td>
<td>-0.219</td>
<td>-0.094</td>
<td>0.107</td>
<td>-0.119</td>
<td>0.764**</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. FFL</td>
<td>0.499**</td>
<td>0.307*</td>
<td>0.031</td>
<td>0.158</td>
<td>-0.190</td>
<td>-0.369**</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. FNRA</td>
<td>0.440**</td>
<td>0.040</td>
<td>0.081</td>
<td>0.180</td>
<td>-0.086</td>
<td>-0.270</td>
<td>0.568**</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>9. Partisanship</td>
<td>-0.215</td>
<td>-0.069</td>
<td>0.012</td>
<td>-0.222</td>
<td>0.725**</td>
<td>0.855**</td>
<td>-0.233</td>
<td>-0.135</td>
<td>1.000</td>
</tr>
<tr>
<td>10. Ideology</td>
<td>-0.791**</td>
<td>-0.434**</td>
<td>-0.737**</td>
<td>-0.604**</td>
<td>-0.323*</td>
<td>0.104</td>
<td>-0.225</td>
<td>-0.234</td>
<td>0.067</td>
</tr>
</tbody>
</table>

* = p < .05    ** = p < .01
Economic Climate

The indicators used for measuring economic climate in the present study were derived from the scales used by others (Gastil, 1971; Hackney, 1969; Loftin & Hill, 1974). Most previous research has focused on state-level analysis (Gastil, 1971; Hackney, 1969; Kunce & Anderson, 2002; Loftin & Hill, 1974; Parker & Smith, 1979; and Smith & Parker, 1980), which was the level of analysis chosen for the present study. Economic climate has been measured by Loftin and Hill (1974) using a six-item scale including: infant mortality rate, percent of the population who are illiterate, percent of families with income below the poverty level, percent living in single parent-headed households, percent of Armed Forces Mental Test failures, and percent of people with less than a high school education. Their measure, called the Structural Poverty Index, has demonstrated adequate reliability: \( \alpha = 0.893 \) (Parker & Smith, 1979) and \( \alpha = 0.846 \) (Loftin & Hill, 1974). Their results have demonstrated that economic factors (poverty), not regional “southerness” or racial composition, were directly related to variations in state homicide rates.

Parker (1989) examined the impact of poverty on state violence and similarly concluded that economic factors were directly related to homicide (Parker, 1989). Parker measured homicide in standard metropolitan statistical areas (SMSAs) in order to “detangle” the subcultural effects from the socioeconomic effects. Parker used the ordinary least squares (OLS) method of estimation for structural equation modeling (SEM) to SMSA data \((N=299)\) using the Gini Index (from Statistical Abstracts) and came to the conclusion that poverty is significantly related to three of the four types of homicide. Poverty was the dominant predictor of family/domestic homicide and other felony homicides. They found that as poverty increased, violence increased. From this...
analysis, Parker delineated two theories about the causes of homicide: subcultural and socioeconomic. A comparison of economic factors with suicide rates have found that income was inversely related to suicide (Barnes, 1975; Stack, 1980).

Economic climate was conceptually defined in the present study as the opportunities available for those at the bottom of the socioeconomic ladder in each state. Measures for the present study used an adaptation of Loftin and Hill’s (1974) poverty index, with the exclusion of the failure rate of Armed Forces Mental Test. The Economic Climate Scale included: education, literacy, poverty, infant mortality, and single-parent households. One elder-specific measure was used in place of poverty level: percent of elders below the poverty level. The other measures—literacy, single parent households, education, and infant mortality—were included with the elder-specific measure for Elder Economic Climate. All data were collected from the 2000 US Census. Education was operationally defined as the percent of people with less than a high school education (i.e., did not graduate) in a given state as reported by the 2000 census. Literacy was operationally defined as the percent of people with level I literacy reported by each state in the National Adult Literacy Survey (US Department of Education, 2005). Level I literacy represents the lowest level of proficiency out of five levels. People performing at this level can usually sign their own name, identify a country in a short article, locate one piece of information in a sports article, locate an expiration date on a driver’s license, and total a bank deposit entry (US Department of Education, 2005). People with this level of literacy usually cannot locate eligibility from a table of employee benefits, locate an intersection on a street map, locate two or more pieces of information in a sports article, identify and enter background information on a social security card application, or calculate total costs of purchase from an order form (US Department of Education, 2005).
The indicator used for poverty was the percent of people with average incomes reported below the Federal poverty line in the 2000 census. Similarly, elder poverty was the percent of people over age 65 in each state who had incomes below the poverty line at the time of data collection during the 2000 census. Infant mortality was measured as the rate of children who died before their first birthday out of the total live births in the state. The rate of infant mortality was reported as deaths per 1,000 births.

Data Properties: Economic Climate. The indicators of economic climate were: education, literacy, poverty, infant mortality, and single-parent households. One elder-specific measure was used in place of poverty level: percent of elders below the poverty level. There were no missing data for any of the 50 states. The average percentage of single parent households in the 50 states was 43.0 and the average percentage of people with less than a high school education was 18.05 percent in 2000 (US Department of Education, 2005). The average percentage of people with level I literacy in the 50 states was 17.88 percent and over 7.08 children died before their first birthday out of 1000 live births, on average in the United States in 2000. Around 11.6 percent of the people in the US were living in poverty and 9.38 percent of older adults were considered poor in 2000. Table 3 presents the ranges and standard errors for economic climate data.

The four main assumptions that are important for regression equations were tested for violations: linearity, multicollinearity, homoscedasticity, and normality. There were no missing data for any of the 50 states. Visual inspection of the plots revealed a linear relationship for bivariate distributions. The distribution of cases was linear with regard to poverty, elder poverty, education, infant mortality, literacy, single-parent households, and there was a linear bivariate relationship between each of these variables and gun access,
violence climate, and each of the four dependent suicide variables. The assumption of linearity was met for these data. Because the plan was to combine these indicators in one scale, violation of the multicollinearity assumption is not an issue. Table 4 presents the zero-order correlation matrix for Economic Climate.

Development and testing of the final Economic Climate Scale is reviewed in Chapter V.
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</tr>
<tr>
<td>Single parents</td>
</tr>
<tr>
<td>Education</td>
</tr>
<tr>
<td>Literacy (level 1)</td>
</tr>
<tr>
<td>Infant Mortality</td>
</tr>
<tr>
<td>Poverty</td>
</tr>
<tr>
<td>Elder Poverty</td>
</tr>
<tr>
<td>Valid N</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4: Correlation Matrix for Economic Climate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-</td>
</tr>
<tr>
<td>Headed</td>
</tr>
<tr>
<td>Infant Mortality</td>
</tr>
<tr>
<td>Education</td>
</tr>
<tr>
<td>Literacy</td>
</tr>
<tr>
<td>Poverty</td>
</tr>
<tr>
<td>Poverty 65+</td>
</tr>
</tbody>
</table>

*=p<.05  **=p<.01

There were a few issues with regard to skewness and kurtosis for the economic climate data set. The following variables violated the skewness assumption: single parent households (skew=1.371, s.e.=0.337), poverty (skew=.809, s.e.=.337) and elder poverty (skew=1.181, s.e.=0.337). All other variables (education, literacy, and infant mortality) were normally distributed with regard to skewness. One indicator, single-parent
households, violated the assumption for kurtotic normal distribution (kurtosis=2.9, s.e.=.662). Visual inspection of the data histograms confirmed that although there are violations of the skewness and kurtosis assumptions, the degree is not marked enough to cause serious problems with the interpretation of findings. Also, the indicators were not used separately, but were combined in a factor analysis as a scale for the analyses. The skewness and kurtosis problems were largely eliminated for the Economic Climate Scale and the Elder Economic Climate Scale. The distribution was only slightly skewed to the right for Economic Climate (skew=0.775, s.e.=.337) and did not violate the normal distribution assumption for kurtosis (kurtosis=0.134, s.e.=.662). The Elder Economic Climate Scale had a similar distribution (skew=0.901, s.e.=.337; kurtosis=-0.257, s.e.=.662) and violated the normality assumption for skewness, but was within acceptable limits for kurtosis. The consequences of a skewed distribution include an increasingly wider disparity between the sample mean and median and if the skewness is larger than 2.0, the predictive power of the equation is reduced. In this case, the data were not so skewed as to impede the analysis.

Visual inspection of plots for the data confirmed that the assumption of homoskedasticity for this data set was met. None of the plots revealed data that were outside the margin of error for heteroskedastisticity. The data have similar variance with regard to the errors across all levels of the predictors. Again, Nevada was a consistent outlier when plotted with the criterion. Two exceptions were the factor score for the Economic Climate Scale when plotted with firearm suicide overall and elder gun suicide. The bivariate outliers were Arkansas, Louisiana, and Mississippi. All cases will be considered in the analysis, because the sample is too small to sacrifice one or two cases. Nevada was more than three standard deviations higher than the mean (when plotted with
each of the criterion: total suicide, firearm suicide, elder suicide, and elder firearm suicide) for the following economic variables: single-parent households, education, literacy, infant mortality, poverty, and elder poverty.

*Status Integration*

Some of the most prominent risk factors associated with suicide and status integration are: age, gender, marital status (widowhood and divorce specifically), physical health/disability, and occupation. Conceptually, status was defined by Gibbs (1969) as the stability and durability of social relationships within a population. Integration was defined as the extent to which people conform to social expectations for their status and the degree to which people occupy incompatible statuses (Gibbs, 1969; Stack, 1990). There are five main postulates pertaining to suicide and status integration theory that have been proposed by Gibbs (1969, pp. 521-522). First, the suicide rate of a population varies inversely with the stability and durability of social relationships within the population. Second, the stability and durability of social relationships vary directly with the extent that individuals conform to patterned social expectations placed upon them. Third, the extent to which individuals conform to social expectations is a function of the extent to which they are confronted with role conflicts. Fourth, the extent to which people experience role conflict is determined by the extent to which they occupy incompatible statuses and incompatible statuses will tend to be occupied infrequently. Finally, the degree of status integration in a population varies inversely with the degree to which people occupy incompatible statuses (Gibbs, 1969, 521-522).

McIntosh and colleagues (1994) have pointed out the great difficulties in finding a measure of social cohesion that covers all possible statuses of individuals in a population. Several articles have provided useful critiques of the status integration
model (Schalkwyk, Lazer, & Cumming, 1979; Stack, 1978, 1990b; Stafford & Gibbs, 1985, 1988); however these critiques have also missed some of the factors likely to explain elder suicide and firearm suicide. First, previous status integration research fails to link political variables, status integration, and suicide. Second, previous work has not investigated correlates of multiple kinds of violence (such as homicide, battery, robbery, and sexual assault) with suicide rates in a particular region. Third, Gibbs and colleagues did not examine specific methods of suicide, such as firearms. Finally, a major limitation in the specification of the model was the exclusion of socioeconomic factors.

Status integration measures included in this study are: gender, divorce, occupation, widowhood, physical health/disability. All indicators were measured using publicly available data. The US Census Bureau’s publicly available data were used for the population-based measures of gender, occupation, divorce, widowhood, and health/disability. The status integration measures used for the general population were: gender, occupation, divorce, and general population health/disability. Status integration measures for elder-specific models included: gender, retirement, divorce, widowhood, and elder health/disability. Gender was operationally defined as the percent of males in a given state as reported by the 2000 census. Occupation was operationally defined as the percent of white-collar professionals reported by each state in the 2000 census. The indicator used for divorce was the percent of divorced people reported in the 2000 census. Similarly, widowhood was the percent of people widowed in each state at the collection of data during the 2000 census. Physical health/disability status was measured as the percent claiming full disability status according to the US Census in 2000. The US Census questionnaire allows for people to claim multiple disabilities: sensory (visual or auditory), physical (e.g., walking, lifting, and carrying), or cognitive (memory and
concentration) (Waldrop & Stern, 2003). For the general population analyses, the percent of all disabled people in the state were used and for the elder-specific analyses, the percent of people age 65 and older with disabilities was used.

Data Properties: Status Integration. The indicators of status integration were: gender, divorce, widowhood, retirement, occupation, disability, and elder disability. There were no missing data for any of the 50 states. The average percentage of males in the 50 states was 49.18 and the average divorce rate was 10.05 percent in 2000. The average percentage of divorces in the 50 states was 6.55 percent and nearly 35 percent were retired, on average. Around 32.89 percent of the people had professional/white collar jobs, on average. The average percentage of people reporting disabilities was 19.14 percent for the general population and much higher for older adults, with an average of 42.22 percent reporting a disability among people age 65 and older. Table 5 presents the ranges and standard errors for Status Integration data.

The four main assumptions that are important for regression equations were tested for violations: linearity, multicollinearity, homoscedasticity, and normality. Visual

<table>
<thead>
<tr>
<th>Table 5: Status Integration Data Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean</strong></td>
</tr>
<tr>
<td>N</td>
</tr>
<tr>
<td>----</td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Divorced</td>
</tr>
<tr>
<td>Widowed</td>
</tr>
<tr>
<td>Retired</td>
</tr>
<tr>
<td>White Collar</td>
</tr>
<tr>
<td>Disabled</td>
</tr>
<tr>
<td>Elder Disabled</td>
</tr>
<tr>
<td>Valid N</td>
</tr>
</tbody>
</table>
inspection of the plots revealed a linear relationship for bivariate distributions. The
distribution of cases was linear with regard to gender, occupation, retirement, divorce,
widowhood, disability, and elder health/disability individually. There was a linear
bivariate relationship between each of those variables and gun access, violence climate,
overall suicide, firearm suicide, elder suicide, and elder firearm suicide. The assumption
of linearity was met for these data. Because the plan was to combine these indicators in
one scale, violation of the multicollinearity assumption was not an issue. Table 6 presents
the zero-order correlation matrix for Status Integration data.

<table>
<thead>
<tr>
<th></th>
<th>Divorced</th>
<th>Widowed</th>
<th>Retired</th>
<th>Male</th>
<th>Disabled</th>
<th>Disabled 65+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Widowed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>.163</td>
<td>.588**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>.382**</td>
<td>-.796**</td>
<td>-.445**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disabled</td>
<td>.242</td>
<td>.526**</td>
<td>.852**</td>
<td>-.478**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disabled 65+</td>
<td>.255</td>
<td>.071</td>
<td>.581**</td>
<td>-.143</td>
<td>.721**</td>
<td></td>
</tr>
<tr>
<td>White Collar</td>
<td>-.412**</td>
<td>-.194</td>
<td>-.443**</td>
<td>-.087</td>
<td>-.522**</td>
<td>-.560**</td>
</tr>
</tbody>
</table>

NOTE: *=p<.05  **=p<.01

There were some issues with regard to skewness and kurtosis for the status
integration data set. The following variables violated the skewness assumption: male
(skew=0.945, s.e.=0.337) and widowed (skew=-0.722, s.e.=0.337). There was one
variable in the status integration data set that violated this assumption: widowed
(kurtosis=1.566, s.e.=0.662). These variables were outside the limits of normal skew and
kurtosis variation. Visual inspection of the data histograms confirmed that although there
are violations of the skewness and kurtosis assumptions, the degree is not marked enough
to cause serious problems with the interpretation of findings. Kline (1998) states, “The
normality and homoskedasticity assumptions are less critical. For example, results of
significance tests of regression coefficients are relatively robust against moderate violations of these requirements” (p. 25).

Visual inspection of plots for the data confirmed that the assumption of homoskedasticity for this data set was met. None of the plots revealed data that were outside the margin of error for heteroskedasticity. The data have similar variance with regard to the errors across all levels of the predictors. Nevada was a consistent outlier, but due to the small sample size, it was decided that this case would be left in the analysis. Nevada was more than three standard deviations higher than the mean (when plotted with each of the criterion: total suicide, firearm suicide, elder suicide, and elder firearm suicide) for the following status integration variables: gender, divorce, occupation, widowhood, retirement, and disability/elder disability.

**Gun Access**

Numerous studies link access to lethal means (i.e., firearms or materials for strangulation) with rates of suicide (Conwell et al., 2002; Cukier, 1998; Cutright & Fernquist, 2000; Miller et al., 2002; Romero & Wintemute, 2002; Kellerman et al., 1992; Killias et al., 2001; Wiebe, 2003). Results testing the gun access hypothesis have yielded mixed results, with some studies finding that as gun ownership or availability increased, suicide rates increased (Conwell et al., 1992; Cukier, 1998; Hemenway, 2004; Hemenway & Miller, 2002; Kellerman et al., 1992; Lester & Murrell, 1980; Lester, 1987; Romero & Wintemute, 2002; Snowdon & Harris, 1992), while others find no evidence of this (Cutright & Fernquist, 2000; Kleck, 2004; Lott, 1998). Several studies have made comparisons of gun access and suicide rates for general populations (Cukier, 1998; Killias et al., 2001), or for women specifically (Adamek & Kaplan, 1996; Miller et al., 2002).
The studies of specific age differences have found that age is directly associated with increased firearm suicide; younger people use guns significantly less often than older people. For example, Romero and Wintemute (2002) used CDC data files to examine trends in firearm suicide and homicide in the US between 1980 and 1998. The rate of firearm suicide increased with age during the study period. The rate of gun suicides among 15-24 year olds reached 6.7 per 100,000 and the rate among men and women aged 65 and over was more than double that of youth, or 14.6 deaths per 100,000 during the same period (Romero & Wintemute, 2002). Shenassa and colleagues (2003) compared mortality data of 10,287 suicides and 37,352 nonfatal hospitalizations for attempted suicide from 1990-1997. They found that protective factors associated with youth (e.g., good health, increased recuperative abilities, and decreased likelihood of being left alone for periods of time) moderated the lethality of parasuicide in non-firearm methods. Firearms were found, however, to have uniform lethality across the lifespan. In other words, if a gun was used, it almost always killed the person regardless of age. In one of the few case-control studies of firearm access and elder suicide, Conwell and colleagues (2002) used the psychological autopsy method to examine the suicide deaths of 86 victims age 50 and older. They found that, even after controlling for psychiatric illness, having a gun in the home was associated with increased risk for elder suicide (Conwell et al., 2002).

Gun access is somewhat tricky to study, because there are no standard, widely agreed upon measures for availability. For example, gun availability has been measured with proxies such as rate of Guns & Ammo magazines sold per capita (Duggan, 2003), rates of gun suicides (Brent, Perper, & Allman, 1987; Cook & Ludwig, 2003; Cutright & Fernquist, 2000; Lester, 1989; Miller, Azarel, & Hemenway, 2002), and rates of gun
homicides (Killias, van Kesteren, & Rindlisbacher, 2001; Lester, 1989; Miller, Azarel, & Hemenway, 2002.) Duggan (2003) helped tease the relative effects of gun ownership on suicide rates of men and women. He found that a 10 percent increase in gun ownership had a statistically significant increase on the rate of suicides for men and women. He compared the relative increase in suicide for men and women and found that there was a marked difference between the risk ratio for men and women. When the ownership increased 10 fold, the suicide risk increased 7.9 percent for men, but only 5.2 percent for women (Duggan, 2003). In a commentary about Duggan’s work, Norberg (2003) aptly points out that the increase in suicide rate for men might not be a feature of gun ownership, but a propensity toward aggression.

It has also been suggested that access to firearms is a less important area of study because people who do not have access to firearms will find an alternative method. The substitution or displacement hypothesis was first introduced by Clarke and Lester (1989) as an alternative explanation for why restricting one method of suicide may or may not result in an overall reduction in suicide rates. Displacement, borrowed from criminology (Gabor, 1978; Repetto, 1976), is the idea that “blocking the opportunity for a particular crime simply results in its displacement to some other place or time, another method, or even some other kind of offense” (Clarke & Lester, 1989, p. 75). One study refuting the substitution hypothesis compared suicide deaths in 11 developed countries over a five year span (Farmer & Rohde, 1980). They concluded that substitution did not occur widely and that reduction in one method did explain a reduction in the rates of suicide in those countries. Clarke and Lester (1989) cite multiple studies that offer confusing results regarding the displacement hypothesis. For example, following a period of detoxification of natural gas in England, suicide rates
overall fell 38 percent, although suicide rates remained the same following
detoxification of gas in Scotland and rose following detoxification of gas in the
Netherlands (Clarke & Lester, 1989). Clarke and Lester also conducted several studies
of gun suicides that had contradictory findings with regard to the substitution hypothesis
in the United States. Two studies they conducted suggested that increased availability
of guns creates additional suicides, two studies counter that finding, and one suggests
some displacement, but not all, occurred (Clarke & Lester, 1989). They conclude by
saying, “Some of the ambiguity in these results may be a result of poor measurement of
gun ownership” (Clarke & Lester, 1989, p. 78). Many agree that the studies of gun
access and suicide are incomplete because it is difficult to measure gun access. It is
interesting to speculate how the theoretical understanding of gun suicide could be
improved by including policy variables, status integration indicators, measures of
economic climate, and/or violence indices. Access to a firearm may be the aggravating
factor differentiating attempts from completions when there are high-risk circumstances
like isolation, retirement, and depression.

Data about state-specific gun laws were obtained from The Brady Campaign, a
national legislative resource for gun policy and research. These data were collected
from a variety of sources (CDC, Bureau of Alcohol, Tobacco, & Firearms, and the
National Gun Policy Survey conducted by the National Opinion Research Center) and
included laws in effect February 1, 2001. The following are included in the measure of
gun access in each state: state attorneys general regulations, state background check
laws, concealed weapons laws, child access prevention laws, child safety lock laws, gun
manufacturer liability laws, gun show check laws, juvenile possession laws, juvenile
sale laws, licensing laws, local gun laws, record keeping laws, registration laws,
Saturday night special laws, secondary sales laws, and waiting period laws. The scale is composed of codings similar to a grade point average with a range from 0 to 4.

The Gun Access Scale subscales were: Juvenile Possession, Juvenile Sales, Child Access Prevention, Safety Locks, Preemption/Attorney General regulations, Secondary Sales, Concealed Weapons, and Background/Waiting. The Juvenile Possession subscale answers the question about whether it is legal for a juvenile to possess a firearm without parental permission or supervision. The Juvenile Sales answers the question about whether it is legal for a juvenile to buy a firearm without parental permission or supervision. The Child Access Prevention measures whether adults are required to store their firearms out of reach of children and whether there are penalties for leaving guns accessible to children. The Safety Lock measures whether guns must be sold with child safety locks (CSL) and/or include safety design features such as load indicators, magazine safety disconnects and restrictions on “junk guns.”

The Preemption/Attorney General subscale measures whether the state has made it legal for cities to enact stricter gun control laws than the state broadly. It also measures whether the state Attorney General can independently regulate firearms or establish gun safety standards as part of their responsibility to protect consumers. The Secondary Sales subscale centers around whether the state requires a criminal background check or reporting of secondary (private) gun sales (i.e., gun show sales). The Concealed Weapons measures whether people are allowed to carry loaded, concealed weapons and whether the police are required to issue permits (versus having some discretion).

Finally, the Background/Waiting subscale pertains to the level of background check required by the state and whether a person must apply for a permit for handguns or long guns. Please see Appendix B for detailed descriptions of grading criteria. High scores
indicate more regulation and tighter controls and lower scores indicate a more favorable condition for gun rights.

Data Properties: Gun Access. The indicators of gun access were: Juvenile Possession, Juvenile Sales, Child Access Prevention (CAP), Child Safety Locks (CSL), Preemption/Attorney General regulations (P/AG), Secondary Sales (SES), Concealed Weapons (CCW), and Background/Waiting (B&W). The average grade point average for Juvenile Possession was 2.68 and the average for Juvenile Sales was 3.21. The Child Access subscale average was not as high, with an average of 1.07. The lowest grade point average for the subscales was for requiring safety locks (average g.p.a.=.696) indicating that most states agree that safety locks should not be required for guns. The issue of Preemption (liability) and Attorney General’s powers scored an average of 1.17. The last three subscales—Secondary Sales, Concealed Weapons, and

Table 7: Gun Access Scale Data Properties

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Range</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean Statistic</th>
<th>S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Juvenile Possession</td>
<td>50</td>
<td>4.0</td>
<td>0.000</td>
<td>4.000</td>
<td>2.682</td>
<td>.173</td>
</tr>
<tr>
<td>Juvenile Sales</td>
<td>50</td>
<td>4.0</td>
<td>0.000</td>
<td>4.000</td>
<td>3.206</td>
<td>.144</td>
</tr>
<tr>
<td>Child Access Prevention</td>
<td>50</td>
<td>4.0</td>
<td>0.000</td>
<td>4.000</td>
<td>1.068</td>
<td>.194</td>
</tr>
<tr>
<td>Child Safety Locks (CSL)</td>
<td>50</td>
<td>4.0</td>
<td>0.000</td>
<td>3.700</td>
<td>.696</td>
<td>.172</td>
</tr>
<tr>
<td>Preemption/Attorney</td>
<td>50</td>
<td>4.0</td>
<td>0.000</td>
<td>4.000</td>
<td>1.170</td>
<td>.209</td>
</tr>
<tr>
<td>General’s power (P/AG)</td>
<td>50</td>
<td>4.0</td>
<td>0.000</td>
<td>4.000</td>
<td>1.262</td>
<td>.216</td>
</tr>
<tr>
<td>Secondary Sales (SES)</td>
<td>50</td>
<td>4.0</td>
<td>0.000</td>
<td>4.000</td>
<td>1.460</td>
<td>.204</td>
</tr>
<tr>
<td>Concealed Weapons (CCW)</td>
<td>50</td>
<td>4.0</td>
<td>0.000</td>
<td>4.000</td>
<td>1.566</td>
<td>.205</td>
</tr>
<tr>
<td>Background &amp; Waiting (B&amp;W)</td>
<td>50</td>
<td>4.0</td>
<td>0.000</td>
<td>4.000</td>
<td>1.566</td>
<td>.205</td>
</tr>
<tr>
<td>Valid N</td>
<td>50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Background/Waiting—scored 1.26, 1.46, and 1.57 respectively. Table 7 presents the ranges and standard errors for gun access data. The four main assumptions that are important for regression equations were tested for violations: linearity, multicollinearity, homoscedasticity, and normality. There were no missing data for any of the 50 states.

Visual inspection of the plots revealed a linear relationship for bivariate distributions. The distribution of cases was linear with regard to Juvenile Possession, Juvenile Sales, CAP, CSL, P/AG, SES, CCW, and B& W and there was a linear bivariate relationship between each variable and gun access, violence climate, and each of the four dependent suicide variables. The assumption of linearity was met for these data. Table 8 presents the zero-order correlation matrix for the subscales of the Gun Access Scale. Development and testing of the final Gun Access Scale is reviewed in Chapter VI.

<table>
<thead>
<tr>
<th></th>
<th>Juvenile Possess</th>
<th>Juvenile Sales</th>
<th>CAP</th>
<th>CSL</th>
<th>P/AG</th>
<th>SES</th>
<th>CCW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Juvenile Sales</td>
<td>.415**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Child Access Prevention</td>
<td>.080</td>
<td>.217</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Child Safety Locks (CSL)</td>
<td>.391**</td>
<td>.298*</td>
<td>.491**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preemption/Attorney General’s</td>
<td>.002</td>
<td>.228</td>
<td>.275</td>
<td>.391**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power (P/AG)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary Sales (SES)</td>
<td>.463**</td>
<td>.387**</td>
<td>.453**</td>
<td>.765**</td>
<td>.469**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concealed Weapons (CCW)</td>
<td>.213</td>
<td>.382**</td>
<td>.445**</td>
<td>.454**</td>
<td>.569**</td>
<td>.546**</td>
<td></td>
</tr>
<tr>
<td>Background &amp; Waiting (B&amp;W)</td>
<td>.471**</td>
<td>.401**</td>
<td>.461**</td>
<td>.570**</td>
<td>.327**</td>
<td>.776**</td>
<td>.475**</td>
</tr>
</tbody>
</table>

*=p<.05  **=p<.01

There were a few issues with regard to skewness and kurtosis for the Gun Access Scale data. All of the subscales violated the skewness assumption except B&W: Juvenile
Possession (skew=-1.250, s.e.=0.337), Juvenile Sales (skew=-1.986, s.e.=.337), CAP (skew=.750, s.e.=0.337), CSL (skew=1.327, s.e.=0.337), P/AG (skew=1.010, s.e=0.337), SES (skew=.794, s.e.=0.337), and CCW (skew=0.634, s.e.=0.337). Two indicators, Juvenile Sales and B&W, violated the assumption for kurtotic normal distribution. The statistics for Juvenile Sales and B&W were (kurtosis=3.932, s.e.=.662) and (kurtosis=-1.537, s.e.=662). Visual inspection of the data histograms confirmed that although there are violations of the skewness and kurtosis assumptions, the degree is not marked enough to cause serious problems with the interpretation of findings. Also, the indicators were not used separately, but were combined in a factor analysis as a scale for the analyses. The skewness and kurtosis problems were largely eliminated for the Gun Access Scale. The distribution was only slightly skewed to the right for the factor score for the Gun Access Scale (skew=.775, s.e.=.337) and did not violate the normal distribution assumption for kurtosis (kurtosis=-0.348, s.e.=.662).

Visual inspection of plots for the data confirmed that the assumption of homoskedasticity for this data set was met. None of the plots revealed data that were outside the margin of error for heteroskedasticity. The data have similar variance with regard to the errors across all levels of the predictors. Again, Nevada was a consistent outlier when plotted with the criterion. Two exceptions were the factor score for the Gun Access Scale when plotted with firearm suicide overall and elder gun suicide. The bivariate outliers were Arkansas, Louisiana, and Mississippi. All cases were considered in the analysis because the sample was too small to sacrifice one or two cases. Nevada was more than three standard deviations higher than the mean (when plotted with each of the criterion: total suicide, firearm suicide, elder suicide, and elder firearm suicide) for the
following Gun Access Scale variables: Juvenile Possession, Juvenile Sales, CAP, CSL, P/AG, SES, CCW, and B & W.

After investigating the bivariate correlations between all the predictors, it became clear that there were some problems with multicollinearity for the Economic Climate Scale and Status Integration. Most suicide research has investigated either economic variables or status integration variables and not both. Table 9 presents the zero-order correlation matrix for the indicators of economic climate and status integration. After exploring several options, the decision was made to exclude infant mortality, due to its low correlation with the other measures of economic climate. Disability and elder disability were highly correlated with the following economic measures: poverty, elder poverty, literacy, single-parent headed household, and education. Given the direction and strength of the relationships with the other economic climate and elder economic climate variables, disability was added to Economic Climate Scale and elder disability was added to the Elder Economic Climate Scale. Given the strength and direction of the relationship of Retirement with the economic variables and based on theoretical considerations, Retirement replaced Single-headed households for the Elder Economic Climate Scale. A retirement indicator makes more sense as a measure of elder economic climate than does the percentage of single-parent headed households, given the life situation of many elders. The final Economic Climate Scale included five indicators: poverty, literacy, education, disability, and single-parent households. The final Elder Economic Climate Scale also included five indicators: elder poverty, literacy, education, elder disability, and retirement.

The variables to be included as a measure of Status Integration were carefully considered based on theoretical and statistical information. The state level measure of
widowhood was inversely correlated with the percentage of males in each state \((r=-.796)\). White collar was eliminated because it appears to be an inverse measure of economic climate, rather than being an indicator of status integration. The remaining variables—divorce, male, and widowhood—were entered into regression equations with the criterion to better understand the part and partial correlations with suicide overall.

Divorce \((\beta=.501, t=5.185, p < .001)\) and male \((\beta=.521, t=3.887, p < .001)\) were significant predictors of suicide, \(F(3, 46)=31.968, p<.001\) even after controlling for the interaction effects of divorce, male, and widowhood in the equation. Widowhood’s effects were trivial \((\beta=.067, t=.538, p = .593)\) in the equation. The decision was made to exclude widowhood and include divorce and male as the two measures of Status Integration for the SEM models. The results for Economic Climate Scale, Elder Economic Climate Scale, and status integration are reviewed in Chapter V. The results of the full models using SEM are discussed in Chapter VIII.
Table 9: Zero-Order Correlation Coefficients for Economic Climate and Status Integration

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Male</td>
<td></td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Divorced</td>
<td></td>
<td>.382**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Widowed</td>
<td></td>
<td>-.796**</td>
<td>-.234</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. White Collar</td>
<td></td>
<td>-.087</td>
<td>-.412**</td>
<td>-.194</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Retired</td>
<td></td>
<td>-.445**</td>
<td>.163</td>
<td>.588**</td>
<td>-.433**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Disabled</td>
<td></td>
<td>-.478**</td>
<td>.242</td>
<td>.526**</td>
<td>-.522**</td>
<td>.852**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Elder Disabled</td>
<td></td>
<td>-.143</td>
<td>.255</td>
<td>.071</td>
<td>-.560**</td>
<td>.581**</td>
<td>.721**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Single Parent</td>
<td></td>
<td>-.488**</td>
<td>.069</td>
<td>.479**</td>
<td>-.420**</td>
<td>.749**</td>
<td>.791**</td>
<td>.713**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Infant Mortality</td>
<td></td>
<td>.014</td>
<td>.147</td>
<td>.098</td>
<td>-.204</td>
<td>.064</td>
<td>.056</td>
<td>-.039</td>
<td>-.034</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Education</td>
<td></td>
<td>-.474**</td>
<td>.064</td>
<td>.491**</td>
<td>-.450**</td>
<td>.812**</td>
<td>.856**</td>
<td>.722**</td>
<td>.841**</td>
<td>-.007</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. Literacy</td>
<td></td>
<td>-.556**</td>
<td>-.089</td>
<td>.517**</td>
<td>-.221</td>
<td>.762**</td>
<td>.781**</td>
<td>.570**</td>
<td>.831**</td>
<td>.015</td>
<td>.881**</td>
<td></td>
</tr>
<tr>
<td>12. Poverty</td>
<td></td>
<td>-.200</td>
<td>.228</td>
<td>.333*</td>
<td>-.525**</td>
<td>.805**</td>
<td>.790**</td>
<td>.721**</td>
<td>.863**</td>
<td>.014</td>
<td>.775**</td>
<td>.673**</td>
</tr>
<tr>
<td>13. Elder Poverty</td>
<td></td>
<td>-.430**</td>
<td>.019</td>
<td>.438**</td>
<td>-.455**</td>
<td>.630**</td>
<td>.797**</td>
<td>.762**</td>
<td>.908**</td>
<td>.008</td>
<td>.821**</td>
<td>.755**</td>
</tr>
</tbody>
</table>

* = p < .05    ** = p < .01
It has been demonstrated that suicide is strongly correlated with other types of violence: homicide, domestic battery, substance abuse (violence against self), and overall crime measures (Kowalski, Fauple, & Starr, 1987; Lester, 1989; Stolzenberg & D’Alessio, 2000). Research by Loftin and Hill (1974), Hackney (1969), Gastil. (1971), and Parker (1989) have worked to “disentangle” the economic factors from the subcultural factors as they relate to homicide. For example, Parker (1989) found that there is sufficient evidence to support the subculture of violence hypothesis, particularly when controlling for socioeconomic factors. Parker’s work took the Gastil-Hackney hypothesis one step further by comparing the relationships of victims with offenders in order to better classify types of homicide and look for useful predictors (Parker, 1989). Urbanism has also been linked to various kinds of violence (Kowalski, et al., 1987), but the differences between rural and urban communities may be becoming less obvious due to improved education, increased communication, faster transportation (Kowalski et al., 1987), and electronic networks (Borgida et al., 2002).

The most comprehensive longitudinal study of violence has been conducted by Wollman and colleagues (1995, 2004). They have developed a framework for tracking national violence and harm in the United States. Although Wollman and colleagues have tracked national rates of violence, more information is needed about how each state’s violence climate varies. The National Index of Violence And Harm [NIVAH] is comprehensive, including subscales for interpersonal violence (e.g., homicide, battery, and sexual assault), intrapersonal violence (e.g., suicide, and substance abuse), societal violence by the government, (e.g., capital punishment, and deaths by police intervention), societal violence by corporations (e.g., various kinds of pollution, and
product safety violations), societal violence by families (e.g., child abuse, and domestic violence), structural harm by societal neglect (e.g., lack of adequate health care, hunger, homelessness, and school drop outs), and other structural harm (e.g., infant mortality, hate crimes, gang membership, and income disparities) (Wollman et al., 2002).

Violence was conceptually defined as the use of force in order to harm someone else in pursuit of one’s own ends. Violence for the present study is the use of physical harm against another person. The violence climate for the present study was measured using a modification of the NIVAH subscale, interpersonal violence. Wollman and colleagues’ interpersonal violence subscale included the following measures: homicide, rape, battery, robbery, and reckless behavior (Wollman et al., 2002). The measure for reckless behavior includes arrests for weapons violations and driving under the influence of drugs or alcohol. Because the dependent variables were based on mortality data (and people who are dead cannot drive under the influence) and because the Gun Access Scale directly addressed the issue of firearms, the reckless behavior measure was omitted. The following indicators were pooled and used as a proxy for violence climate: homicide, rape, battery, and robbery. These measures were collected from the US Department of Justice Uniform Crime Reports (US Department of Justice, 2000). Measurement of homicide has largely been treated as one-dimensional (Parker, 1989) and was operationally defined in the present study as the number of deaths (adjusted for the population and given as a rate per 100,000 people) caused by another person. Rape, the act of forcing someone to commit a sexual act, was operationally defined as the number of rapes reported by each state to the US Department of Justice (2000) and adjusted for the population (reported as a number per 100,000 people). Similarly, robbery is conceptually defined as unlawfully taking the property of another person by
intimidation or force and was operationally defined as the number of robbery crimes committed and reported in 2000 (adjusted for the state population and standardized as a rate per 100,000 people). Finally, the conceptual definition of battery is the unlawful touching or striking of another person with the intention of bringing unwanted contact. Battery was operationally defined in the present study as the number of battery crimes committed and reported to the US Department of Justice for each state. The battery rates were adjusted for the state population and standardized as a rate per 100,000 people in 2000.

_data properties: violence climate._ The indicators of violence climate were: homicide, rape, battery, and robbery. There were no missing data for any of the 50 states. The average annual rate of homicide in the 50 states was 5.18 and the mean rate of robberies committed was 107.36 per 100,000 people. The average number of batteries committed in 2000 was 274.48 for every 100,000 people. Around 33.77 people reported being raped for every 100,000 people living in the United States. Table 10 presents the ranges and standard errors for violence climate data.

Linearity, multicollinearity, homoscedasticity, and normality assumptions were tested for violations in the violence climate data set. There were no missing data for any of the 50 states. Visual inspection of the plots revealed a linear relationship for bivariate distributions. The distribution of cases was linear with regard to
homicide, robbery, rape, and battery and there was a linear bivariate relationship between each of those variables and gun access and each of the four dependent suicide variables. The assumption of linearity was met for these data. Because these indicators were combined as a scale, violation of the multicollinearity assumption was not an issue. Table 11 presents the correlation matrix for Violence Climate data. The development of the final scale is outlined in results Chapter VII and the full models are discussed in Chapter VIII.

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Range</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean Statistic</th>
<th>S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homicide</td>
<td>50</td>
<td>12.212</td>
<td>1.214</td>
<td>13.426</td>
<td>5.182</td>
<td>2.819</td>
</tr>
<tr>
<td>Rape</td>
<td>50</td>
<td>63.148</td>
<td>16.127</td>
<td>79.275</td>
<td>33.774</td>
<td>11.164</td>
</tr>
<tr>
<td>Battery</td>
<td>50</td>
<td>569.025</td>
<td>45.779</td>
<td>614.804</td>
<td>274.483</td>
<td>136.945</td>
</tr>
<tr>
<td>Robbery</td>
<td>50</td>
<td>247.299</td>
<td>8.720</td>
<td>256.019</td>
<td>107.367</td>
<td>61.674</td>
</tr>
<tr>
<td>Valid N</td>
<td>50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 11: Violence Climate Correlation Coefficients

<table>
<thead>
<tr>
<th></th>
<th>Homicide</th>
<th>Robbery</th>
<th>Battery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robbery</td>
<td>.636**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Battery</td>
<td>.664**</td>
<td>.672**</td>
<td></td>
</tr>
<tr>
<td>Rape</td>
<td>.101</td>
<td>.053</td>
<td>.339*</td>
</tr>
</tbody>
</table>

*=p<.05  **=p<.01

There was only one variable that violated the skewness and kurtosis assumptions for normal distribution of the violence climate data. Rape was positively skewed and the statistic revealed that it was more than the allowable limits (skew=1.434, s.e.=0.337). The Rape data violated the assumption of normality with regard to kurtosis (kurtosis=4.303, s.e.=.662). Visual inspection of the data histograms confirmed that
although there are violations of the skewness and kurtosis assumptions, the degree is not marked enough to cause serious problems with the interpretation of findings. All other variables (homicide, battery, and robbery) were normally distributed with regard to skewness and kurtosis. Also, the indicators were not used separately, but were combined in a factor analysis as a scale for the full analyses. The skewness and kurtosis problems were largely eliminated when the factor score was used to analyze the assumptions for the Violence Index. The distribution was only slightly skewed to the right for Violence Climate (skew=.390, s.e.=.337) and did not violate the normal distribution assumption. Similarly, the distribution did not violate the kurtosis assumption either (kurtosis=-0.569, s.e.=.662).

Visual inspection of plots for the data confirmed that the assumption of homoskedasticity for this data set was also met. None of the plots revealed data that were outside the margin of error for heteroskedasticity. The data have similar variance with regard to the errors across all levels of the predictors. Again, Nevada was a consistent outlier when plotted with the criterion. The one exception was with the scatter plot for gun suicide overall, when plotted with homicide and battery. The outlier in those two cases was Alaska. All cases were considered in the analysis because the sample is too small to sacrifice one or two cases. Nevada was more than three standard deviations higher than the mean (when plotted with each of the criterion: total suicide, firearm suicide, elder suicide, and elder firearm suicide) for the following violence climate variables: homicide, robbery, battery, and rape.

Data Analysis

Structural equation modeling (SEM) is a popular statistical technique pioneered by Jöreskog in the early 1970s and is used for analyzing multiple variables in the social
and behavioral sciences (Jöreskog, 1973, Judd & Kenny, 1981). The basic idea of this advanced regression technique is that there is a causal structure underlying measured and hidden (latent) variables. This technique estimates the parameters of these linear combinations and measurement errors as well. A full discussion of SEM is outside the scope of this manuscript, but there are several key aspects that need to be addressed regarding this technique for the present study. First, the most frequently used form of SEM is based on the maximum likelihood estimation method (ML). Analysis of Moment Structures [AMOS] 5.0 (Arbuckle, 1997), a software program belonging to the SPSS family of programs can be set to analyze structural relationships with the ML, general least squares (GLS), and unweighted least squares (ULS) estimation and several others. ML estimation is recommended for large samples, around 10 cases per parameter estimated (Bentler & Yuan, 1999). Most studies that use SEM with ML estimation are based on sampling theory rather than samples that include the entire population being studied, as in this present study. Bentler and Yuan found in their Monte Carlo studies of small sampling SEM statistics, that ML method of estimation performed better than Browne’s (1984) residual-based SEM statistic, which “behaves badly” with sample sizes below 120. While not ideal, ML estimation estimates can still be calculated with samples around 60 (Bentler & Yuan, 1999; Boomsa, 1982).

Partial least squares estimation is the recommended method for small samples (Abdi, 2003; Chin, 1998; Wold, 1981, 1985; Wold & Jöreskog, 1982). Soft modeling, as it is called, is most useful for causal modeling of a set of criterion from a high number of predictors. For example, it is possible to have one less predictor than

---

3 PLS was not among the five estimation methods compared by Bentler and Yuan and is ideally suited for the small samples under comparison in their Monte Carlo study.
parameters estimated (Wold, 1981). This technique began in econometrics and has been used extensively in chemistry (Geladi, 1992), marketing (Fornell & Bookstein, 1982), education (Noonan, 1979) and political science (Frey, Dietz, & Kalof, 1992). PLS is well suited for small samples with large parameter estimates, but at the time of this study, the software production has not yet caught up with the statistical innovation. In other words, there is not yet a commercially available software package to compute covariance models using PLS estimation. “In general software publishers have fallen substantially behind the theoretical developments. For example, a distribution-free test developed by Browne about 15 years ago (Browne, 1982; Browne, Mels, & Coward, 1984) is not available in any extant computer program, including Browne’s own program, RAMONA (Browne et al., 1994)” (Bentler & Dudgeon, 1996, pp. 566-7). With a lack of reliable studies based on population data with small numbers of comparison groups or cases and lack of computer software for PLS modeling, the ML estimation procedure was used for SEM of the present study. Factor analysis, multiple regression, logistic regression, and MANOVA were also used to analyze the data in this study.
CHAPTER IV: POLITICAL CLIMATE RESULTS

Several hypotheses were posed for political climate. There was an assumed hypothesis that the political climate data would strongly load on a single factor and that the scale would be a reliable measure of political participation or climate. The hypothesis was also made that the political climate scale was directly related to gun access in a positive direction. It was also hypothesized that political climate and violence were directly (positively) related with each other. Political climate was also hypothesized to have an indirect effect on suicide through gun access and violence climate. Before testing these hypotheses, the multivariate distributions were explored and the assumptions underlying the statistical tests were examined.

The multivariate testing of assumptions was performed for normal distribution, linearity, homoskedasticity, autocorrelation, factor analysis, and reliability of measurement. Multiple regression was performed in order to analyze the multivariate relationships of Political Climate as originally planned: Federal Election Commission Results, Ranney index, Ranney II index, FFL, FNRA, Partisanship, and Ideology. First, the normal multivariate distribution assumption was tested. Given that many of the univariate and bivariate distributions had skewness and kurtosis issues, it is not surprising that several of the multivariate distributions were skewed and kurtotic as well. The multivariate distributions that violated the normal distribution assumption was the Political Climate Scale with overall suicide (skew=2.158, s.e.=.337 and kurtosis=6.323, s.e.=.662), gun suicide (skew=1.424, s.e.=.337 and kurtosis=3.999, s.e.=.662), and elder suicide (skew=1.126, s.e.=.337 and kurtosis=2.234, s.e.=.662).

Second, the assumptions of multivariate linearity and homoskedasticity were tested. Visual inspection of the residual plots (standardized residuals plotted against
standardized predicted values) revealed a multivariate linear relationship of the political climate indicators with both mediating variables—gun access and violence climate—as well as the four criterion: suicide overall, gun suicide, elder suicide, and elder gun suicide. The residual plots also verified that the assumption of homoskedasticity was met for the political climate variables with the mediating and criterion variables. The residuals were randomly scattered around zero and demonstrated a relatively even distribution.

Third, the structure of the Political Climate Scale was investigated using exploratory factor analysis. Principle Components (PCA) factor analysis was used to compute the factor loadings for the political climate variables and to test the factor structure of the Political Climate Scale. The purpose of this sub-analysis was to determine if each of the seven indices were adequately measuring the latent variable Political Climate. Each of the political climate measures—Federal Election Commission Results, Ranney index, Ranney II index, FFL, FNRA, Partisanship, and Ideology—were entered into the model simultaneously using varimax rotation. The solution revealed a two factor structure as hypothesized: Partisanship and Gun Policy Climate. It is assumed in factor analysis that indicators of a latent construct are significantly correlated with each other. Two tests of these assumptions were conducted during the factor analysis of the Political Climate Scale: Kaiser-Meyer-Olkin and Bartlett’s test. The Kaiser-Meyer-Olkin [KMO] measure of sampling adequacy measures the extent to which the variables in a factor analysis can be considered estimable, with a 1.0 indicating an errorless measurement or perfect scale. Any coefficient of .80 or higher is considered a good measure of sampling adequacy. The Bartlett’s test of sphericity is a test of the correlations between the variables in a factor analysis, where the rejection of the null
hypothesis (that the indicators are more highly correlated than would be expected by chance) is desired. The KMO measure of sampling adequacy for the Political Climate Scale was .682 and the Bartlett’s test was significant ($\chi^2 = 366.036, p < .001$). These analyses indicated that the items were significantly correlated, but there were some problems with sampling adequacy.

The factor analysis revealed a 10 factor solution with three main factors accounting for 79.91 percent of the total variance. The scree plot revealed a steep grade between the first, second, and third factors, with a dramatic flattening after the third factor. The fourth factor, with an eigenvalue of .754, explained another 7.54 percent of the total variance and the remaining factors explained from .68 to 4.05 percent of the remaining variance. Factors containing less than 5 percent of the variance are considered trivial (Nunnally & Bernstein, 1994) and are likely due to measurement error rather than substantive parts of the scale. Inspection of the rotated component matrix revealed a few unexpected results. The loadings conformed to the hypothesized scales: Partisanship, Interparty Competition, and Gun Rights Climate. See Table 12 for the rotated factor loadings of the Political Climate Scale. It was hypothesized that
Table 12: Rotated Component Matrix (Political Climate)

<table>
<thead>
<tr>
<th></th>
<th>Component 1</th>
<th>Component 2</th>
<th>Component 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Federal Election Commission 2000</td>
<td>.849</td>
<td>-.084</td>
<td>.428</td>
</tr>
<tr>
<td>Federal Election Commission 1996</td>
<td>.673</td>
<td>-.014</td>
<td>.114</td>
</tr>
<tr>
<td>Federal Election Commission 1992</td>
<td>.912</td>
<td>.156</td>
<td>-.068</td>
</tr>
<tr>
<td>Federal Election Commission 1988</td>
<td>.842</td>
<td>-.065</td>
<td>.026</td>
</tr>
<tr>
<td>Ranney</td>
<td>.368</td>
<td>.871</td>
<td>-.089</td>
</tr>
<tr>
<td>Ranney II</td>
<td>-.078</td>
<td>.928</td>
<td>-.226</td>
</tr>
<tr>
<td>Federal Firearm Licensures</td>
<td>.158</td>
<td>-.204</td>
<td>.847</td>
</tr>
<tr>
<td>Friends of the National Rifle Association</td>
<td>.102</td>
<td>-.060</td>
<td>.873</td>
</tr>
<tr>
<td>Partisanship</td>
<td>-.015</td>
<td>.946</td>
<td>-.031</td>
</tr>
<tr>
<td>Ideology</td>
<td>-.841</td>
<td>-.045</td>
<td>-.174</td>
</tr>
</tbody>
</table>

Federal Election Commission 2000, Federal Election Commission 1996, Federal Election Commission 1992, Federal Election Commission 1992, and Partisanship would load on the Partisanship subscale with Ranney and Ranney II loading on the Interparty Competition subscale, and the remaining indicators—FFL, FNRA, and Ideology—would load together to form a subscale for Gun Rights Climate. Instead, Ideology loaded with a negative factor loading on the Partisanship subscale. In hindsight, this makes sense, because the measure was coded as -1=liberal and those who voted for the Republican candidate in the 2000, 1996, 1992, and 1988 elections would have been more likely to call themselves “conservative” which was coded as “1.” It was also surprising that Partisanship did not load on the Partisanship subscale, but with the Interparty Competition subscale instead. In hindsight, this also makes sense, because the Erikson, Wright, and McIver (1993) measure was a coefficient based on large,
random samples that were coded for party membership (-1 = Democrat, 0 = Independent, 1 = Republican). This measure could easily be a scale of interparty competition at the point of sampling, rather than over time, as was the case for the Ranney and Ranney II indices. Before venturing further into the scale issues, the Political Climate Scale was analyzed for internal consistency reliability.

Estimates of internal consistency reliability were computed for the full Political Climate Scale. The results were disappointing and pointed to serious problems with the Political Climate Scale. The Political Climate Scale, as originally hypothesized, yielded an alpha of .006, an obvious problem, with no item significantly improving the reliability. It was at this point, that the full Political Climate Scale was discarded. Further exploration revealed the most reliable measure of Political Climate Scale-Revised [PCS-R]: a combination of Ranney and Ranney II indices. The KMO measure of sampling adequacy for Political Climate Scale [PCS-R] was .500 and the Bartlett’s test was significant ($\chi^2 = 41.698, p < .001$). These analyses indicated that the items were significantly correlated, but there were some problems with sampling adequacy. The principle components factor analysis of the Political Climate Scale-Revised revealed a one-factor solution which explained 88.22 percent of the total variance. The alpha for Political Climate Scale-Revised was .83, which is consistent with previously reported reliability alphas for the Ranney Index. The Ranney index has been reported as having a reliability ranging from $\alpha = .77$ (Holbrook & Van Dunk, 1993) to $\alpha = .87$ (Bibby & Holbrook, 1996), indicating a satisfactory level of reliability (Nunnelly & Bernstein, 1994). The inter-item correlation was .882 for the present study, also indicating a satisfactory level of inter-item reliability. Please see Table 13 for the loadings, communalities, means, and standard deviations of the Political Climate Scale-Revised.
Table 13: Component Matrix (PCS-R)

<table>
<thead>
<tr>
<th>Factor loading</th>
<th>$h^2$</th>
<th>$M$</th>
<th>$SD$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ranney</td>
<td>.939</td>
<td>.882</td>
<td>.561</td>
</tr>
<tr>
<td>Ranney II</td>
<td>.939</td>
<td>.882</td>
<td>.643</td>
</tr>
</tbody>
</table>

Federal Election Commission 2000, Federal Election Commission 1996, Federal Election Commission 1992, and Federal Election Commission 1988 were also combined in a subscale: Federal Election Commission-Revised. Principle components factor analysis with varimax rotation was used to obtain the regression scores for the Federal Election Commission-Revised. The KMO measure of sampling adequacy for Federal Election Commission-Revised was .774 and the Bartlett’s test was significant ($\chi^2 = 98.18$, $p < .001$). These analyses indicated that the items were significantly correlated for use in the factor analysis. The analysis revealed a one-factor solution that explained 71.19 percent of the total variance in the Federal Election Commission data. The reliability alpha for Federal Election Commission-Revised was .84, the scale mean was .464 and the variance was .006. The inter-item mean correlation was .708. Table 14 presents the factor loadings, communalities, means, and standard deviations of the Political Climate Scale. The Political Climate Scale-Revised and Federal Election Commission-Revised were selected for analysis in the final SEM models and the results are outlined in Chapter VIII.

The findings of Federal Election Commission-Revised support the hypothesis that the data from the 1988, 1992, 1996, and 2000 elections were similar enough to use as a single scale of partisanship. The hypotheses were also tested about the strength and direction of the relationship of the Federal Election Commission-Revised scale with gun access. It was hypothesized that as the percentage of Republican voters in each
Table 14: Component Matrix (Federal Election Commission-Revised)

<table>
<thead>
<tr>
<th>Factor loading</th>
<th>$h^2$</th>
<th>$M$</th>
<th>$SD$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Federal Election Commission 2000</td>
<td>.898</td>
<td>.807</td>
<td>.504</td>
</tr>
<tr>
<td>Federal Election Commission 1996</td>
<td>.735</td>
<td>.540</td>
<td>.423</td>
</tr>
<tr>
<td>Federal Election Commission 1992</td>
<td>.890</td>
<td>.792</td>
<td>.382</td>
</tr>
<tr>
<td>Federal Election Commission 1988</td>
<td>.842</td>
<td>.709</td>
<td>.545</td>
</tr>
</tbody>
</table>

state increased, the access to guns would increase, because Republicans tend to support gun rights legislation. This hypothesis was strongly supported for these data. Federal Election Commission-Revised had a strong direct effect on gun access, in that for every unit increase in the percent of people voting Republican, the Gun Access Scale-Revised decreased more than a half a letter grade (-.547). In other words, as the percentage of people who voted Republican in the last four Presidential elections increased in each of the 50 states, the gun laws became more lenient.

The indirect effects of political climate on gun access were also pronounced, further supporting the hypothesis that political climate was an important factor in state gun access and suicide rates. The indirect effects of political climate (by influencing the gun laws) on suicide, gun suicide, elder suicide, and elder gun suicide were significant: 18.5 percent, 30.5 percent, 21.9 percent, and 15.8 percent, respectively. These indirect effects were much higher than any of the other individual predictors, but not quite as high as the direct effects of gun access on suicide, gun suicide, elder suicide, and elder gun suicide. This finding is important, because it helps to shed some light on which of the variables were the most important in the predictive models.
Partisanship (a strongly Republican voting state) was a significant contributor to the gun laws, which was a significant predictor of suicide, gun suicide, elder suicide, and elder gun suicide. No other independent predictor was as helpful for explaining the differences in gun access or suicide rates.
It was hypothesized that the indicators of economic climate would comprise one scale and that the measures of status integration would form another scale. Economic climate, as a scale, was hypothesized to have a direct, positive, effect on violence climate and an indirect effect on suicide rates by its influence on gun access and violence climate. In addition, status integration had a hypothesized direct, inverse effect on violence climate and suicide. Status integration was also hypothesized to have an indirect effect on suicide rates through its influence on gun access and violence climate. The properties of the multivariate distributions were investigated, followed by the assumptions of the statistical tests.

Before testing the hypotheses, the multivariate testing of assumptions was performed for normal distribution, linearity, homoskedasticity, autocorrelation, factor analysis, and reliability of measurement for the Economic Climate Scale and Status Integration indicators. First, the normal multivariate distribution assumption was tested. Given that many of the univariate and bivariate distributions had skewness and kurtosis issues, it is not surprising that several of the multivariate distributions were skewed and kurtotic as well. The multivariate distributions that violated the normal distribution assumption was Elder Economic Climate Scale with elder suicide (skew=1.244, s.e.=.337 and kurtosis=2.072, s.e.=.662) and Elder Economic Climate Scale with elder gun suicide (skew=1.493, s.e.=.337 and kurtosis=3.157, s.e.=.662). The multivariate distributions for Economic Climate Scale with all mediators and criterion are normally distributed.

Second, the assumptions of multivariate linearity and homoskedasticity were tested. Visual inspection of the residual plots (standardized residuals plotted against
standardized predicted values) revealed a multivariate linear relationship of Economic Climate Scale and Elder Economic Climate Scale variables with both mediating variables—gun access and violence climate—as well as the four criterion: suicide overall, gun suicide, elder suicide, and elder gun suicide. The residual plots also verified that the assumption of homoskedasticity was met for the Economic Climate Scale and Elder Economic Climate Scale variables with the mediating and criterion variables. The residuals were randomly scattered around zero and demonstrated a relatively even distribution.

Third, the structure of the Economic Climate Scale was investigated using exploratory factor analysis. Principle Components (PCA) factor analysis was used to compute the factor loadings for the Economic Climate Scale variables and to test the factor structure of Economic Climate Scale. The purpose of this sub-analysis was to determine if each of the five indices were adequately measuring the latent variable Economic Climate. Each of the Economic Climate Scale measures—poverty, literacy, education, single parenthood, and disability—were entered into the model simultaneously using varimax rotation. The solution revealed a one-factor structure as hypothesized and this one factor explained 84.70 percent of the variance. See Table 15 presents the factor loadings for the Economic Climate Scale. Two tests of the factor analysis assumptions were also conducted: Kaiser-Meyer-Olkin and Bartlett’s test. The Kaiser-Meyer-Olkin [KMO] measure of sampling adequacy measures the extent to which the variables in a factor analysis can be considered estimable, with a 1.0 indicating an errorless measurement or a perfect scale. Any coefficient of .80 or higher is considered a good measure of sampling adequacy. The Bartlett’s test of sphericity is a test of the correlations between the variables in a factor analysis, where the rejection of the null
hypothesis (that the indicators are more highly correlated than would be expected by chance) is desired. The KMO measure of sampling adequacy for Economic Climate Scale was .739 and the Bartlett’s test was significant ($\chi^2 = 204.582, p < .001$).

Table 15: Component Matrix (Economic Climate Scale)

<table>
<thead>
<tr>
<th>Factor</th>
<th>$\text{Factor loading}$</th>
<th>$h^2$</th>
<th>$M$</th>
<th>$SD$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single parent</td>
<td>.941</td>
<td>.885</td>
<td>.043</td>
<td>.014</td>
</tr>
<tr>
<td>Education</td>
<td>.947</td>
<td>.897</td>
<td>.180</td>
<td>.044</td>
</tr>
<tr>
<td>Literacy</td>
<td>.906</td>
<td>.821</td>
<td>.179</td>
<td>.046</td>
</tr>
<tr>
<td>Poverty</td>
<td>.890</td>
<td>.792</td>
<td>.116</td>
<td>.030</td>
</tr>
<tr>
<td>Disability</td>
<td>.917</td>
<td>.840</td>
<td>.191</td>
<td>.028</td>
</tr>
</tbody>
</table>

The examination of the scree plot further validated the one-factor solution for the Economic Climate Scale. These analyses indicated that the items were significantly correlated and comprised an adequate scale when used together.

The factor analysis of Elder Economic Climate Scale also revealed a one-factor solution accounting for 78.60 percent of the total variance. The scree plot revealed a steep grade between the first, second, and third factors, with a dramatic flattening after the third factor. The fourth factor, with an eigenvalue of .754, explained another 7.54 percent of the total variance and the remaining factors explained from .68 to 4.05 percent of the remaining variance. Factors containing less than 5 percent of the variance are considered trivial (Nunnally & Bernstein, 1994) and are likely due to measurement error rather than substantive parts of the scale. See Table 16 for the factor loadings, communalities, means, and standard deviations of the Elder Economic Climate Scale.
Table 16: Component Matrix (Elder Economic Climate Scale)

<table>
<thead>
<tr>
<th>Factor</th>
<th>Factor loading</th>
<th>$h^2$</th>
<th>$M$</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retirement</td>
<td>.854</td>
<td>.730</td>
<td>.350</td>
<td>.036</td>
</tr>
<tr>
<td>Education</td>
<td>.960</td>
<td>.921</td>
<td>.180</td>
<td>.044</td>
</tr>
<tr>
<td>Literacy</td>
<td>.901</td>
<td>.811</td>
<td>.179</td>
<td>.046</td>
</tr>
<tr>
<td>Elder poverty</td>
<td>.897</td>
<td>.804</td>
<td>.094</td>
<td>.027</td>
</tr>
<tr>
<td>Elder Disability</td>
<td>.815</td>
<td>.664</td>
<td>.422</td>
<td>.045</td>
</tr>
</tbody>
</table>

Estimates of internal consistency reliability were computed for the Economic Climate Scale and Elder Economic Climate Scale. The Economic Climate Scale yielded an alpha of .917, with no item significantly improving the reliability. The alpha for Elder Economic Climate Scale was .921, which is consistent with previously reported reliability alphas for the Structural Poverty Index (Loftin & Hill, 1974). The Structural Poverty Index has been reported as having a reliability ranging from $\alpha=.77$ (Holbrook & Van Dunk, 1993) to $\alpha=.87$ (Bibby & Holbrook, 1996), $\alpha=.846$ (Loftin & Hill, 1974) to $\alpha=.893$ (Parker & Smith, 1979) indicating a satisfactory level of reliability. The correlations of Loftin and Hill’s (1974) measure with the ones used in the present study were very strong; Economic Climate Scale ($\alpha=.994$) and Elder Economic Climate Scale ($\alpha=.981$). The mean inter-item correlation for Economic Climate Scale was .847 and for the Elder Economic Climate Scale was .784. The results of the full model are discussed in Chapter VIII.

As was hypothesized, the indicators of economic climate did comprise one scale, but the indicators of status integration did not. One surprising finding from this study was how strongly the economic and status integration measures were related to
each other. This leads to some interesting questions about status integration theory and suicide, particularly about the economic consequences of status. The data suggest that states that have higher percentages of males do much better economically (hence the negative correlations with the Economic Climate Scale and Elder Economic Climate Scale, which essentially measure poverty.) One of the dangers of aggregate data is in making assumptions about individual-level phenomena. This is not to say that males make more money than women, rather that states with higher numbers of males tend to have less poverty when comparing education, literacy, disability, elder disability, single-headed households, retirement, poverty, and elder poverty.

Economic climate and Elder Economic Climate, as separate scales, were hypothesized to have a direct, positive, effect on violence climate and an indirect effect on suicide rates (by its influence on both gun access and violence climate). These hypotheses were supported by these data. The direct effect of poverty on violence was significant, explaining anywhere from 40.2 percent to 61.2 of the differences in violent crimes from state to state (depending on the dependent variable in the model: suicide, gun suicide, elder suicide, or elder gun suicide). Poverty was also a significant predictor of suicide, gun suicide, elder suicide, and elder gun suicide because of the influence of poverty on violence climate and gun access (i.e., indirect effects). For each of the criterion—suicide, gun suicide, elder suicide, and elder gun suicide—the indirect effects on violence was 7.5 percent, 18.1 percent, 19.2 percent, and 14.8 percent, respectively. Poverty had the biggest indirect effects on gun suicide and elder suicide. This can be interpreted, for example, that 19.2 percent of the differences in elder suicide rates from state to state is influenced by the levels of education, literacy, disability,
elder disability, single-headed households, retirement, poverty, and elder poverty in each state.

In addition, status integration had a hypothesized direct, inverse effect on violence climate and suicide, but this was not supported by these data. This is due partly to measurement problems that did not allow for a scale of status integration. Individual measures of status (divorce and gender) were significant predictors of suicide, gun suicide, elder suicide, and elder gun suicide, but not violence climate. It was interesting to note how important states with higher divorce rates and states with higher percentages of males were in the prediction of suicide. The direct effects of divorce on suicide, for example, was 35.2 percent; this means that 35.2 percent of the differences in suicide rates were explained by the rates of divorce in each state. States with higher rates of divorce also had significantly higher rates of suicide, even when controlling for gender, poverty, gun access, and other kinds of violence. This was true for gun suicide, elder suicide, and elder gun suicide, explaining 29.6 percent, 36.0 percent, and 35.2 percent of those differences, respectively. Status integration was also hypothesized to have an indirect effect on suicide rates through its influence on gun access and violence climate.

As it happened, this hypothesis was partly supported because divorce rates had a strong influence on gun access, but not violence climate. Again, states with higher rates of divorce had significantly higher rates of suicide, gun suicide, elder suicide, and elder gun suicide through the influence on gun access. The indirect effects of divorce on gun access (possibly due to a latent variable that was not measured, such as legal or judicial factors) were significant; 13.8 percent, 21.1 percent, 16.2 percent, and 11.7 percent of the differences in suicide, gun suicide, elder suicide, and elder gun suicide were
explained by the indirect effects of divorce, respectively. Additional findings about the full models are discussed in Chapter VIII.
CHAPTER VI: GUN ACCESS RESULTS

Gun access was hypothesized to have a direct effect on violence climate, and a direct, positive effect on suicide. It was also hypothesized that the indicators of gun access would load for one scale and that the scale would be a reliable measure of the gun laws in each state. In other words, it was hypothesized that less restrictive gun laws would lead to higher rates of violence and higher rates of suicide. It was assumed that the multivariate distributions would be normally distributed and the tests of those assumptions were made as well.

The multivariate testing of assumptions was performed for normal distribution, linearity, homoskedasticity, autocorrelation, factor analysis, and reliability of measurement. Multiple regression was performed in order to analyze the multivariate relationships of Gun Access as originally planned: Juvenile Possession, Juvenile Sales, Child Access Prevention (CAP), Child Safety Locks (CSL), Preemption/Attorney General regulations (P/AG), Secondary Sales (SES), Concealed Weapons (CCW), and Background/Waiting (B&W). First, the normal multivariate distribution assumption was tested. Given that many of the univariate and bivariate distributions had skewness and kurtosis issues, it is not surprising that several of the multivariate distributions were skewed and kurtotic as well. All four of the multivariate distributions violated the normal distribution assumption when regressed with The Gun Access Scale because they were skewed to the left significantly: suicide (skew=-1.086, s.e.=.337), gun suicide (skew=-1.005, s.e.=.337), elder suicide (skew=-.968, s.e.=.337), and elder gun suicide (skew=-1.025, s.e.=.337). None of the multivariate distributions had problems with kurtosis and were neither too peaked nor too flat. Interestingly, when The Gun Access Scale (the factor scores) was used in the regression equations instead of each individual
indicator, the distributions were identical for each of the dependent variables (skew=-.901, s.e.=.337; kurtosis=-.348, s.e.=.662). This is likely due to the fact that suicide overall includes firearm suicide, elder suicide, and elder gun suicide. The only exception was the distribution of the error terms for the full model with elder suicide (skew=-.818, s.e., .337; kurtosis=2.944, s.e.=.662). In other words, when all the variables were included in the analysis, the assumption of normality was maintained for each of the full models.

Second, the assumptions of multivariate linearity and homoskedasticity were tested for the Gun Access Scale. Visual inspection of the residual plots (standardized residuals plotted against standardized predicted values) revealed a multivariate linear relationship of Political Climate variables with both mediating variables—Gun Access and Violence Index—as well as the four criterion: suicide overall, gun suicide, elder suicide, and elder gun suicide. The residual plots did demonstrate a problem with heteroskedasticity when gun access was analyzed without other variables in the model, but the problem does not present itself when the factor scores for gun access was used as a scale in the various models. Note Figure 2 where the individual indicators of the gun access data are used in a regression equation with the criterion (suicide overall) and Figure 3 where the factor scores were used for gun access as a scale in the full model. The plots for each of the criterion were visibly clustered. The residuals were randomly scattered around zero and demonstrated a relatively even distribution.

Third, the structure of the Gun Access Scale was investigated using factor analysis. Principle Components (PCA) factor analysis was used to compute the factor loadings for the gun access variables and to test the factor structure of gun access. The purpose of this sub-analysis was to determine if each of the seven indices were adequately measuring the
latent variable Gun Access. Each of the gun access measures—Juvenile Possession, Juvenile Sales, CAP, CSL, P/AG, SES, CCW, B&W—were entered into the model simultaneously using varimax rotation. The solution revealed a two factor structure as hypothesized: Child Access and Gun Access. It is assumed in factor analysis that indicators of a latent construct are significantly correlated with each other. Two tests of these assumptions were conducted during the factor analysis of gun access. Kaiser-Meyer-Olkin and Bartlett’s test. The Kaiser-Meyer-Olkin [KMO] measure of sampling adequacy measures the extent to which the variables in a factor analysis can be considered estimable, with a 1.0 indicating an errorless measurement or perfect scale. Any coefficient of .80 or higher is considered a good measure of sampling adequacy. The Bartlett’s test of sphericity is a test of the correlations between the variables in a factor analysis, where the rejection of the null hypothesis (that the indicators are more highly correlated than would be expected by chance) is desired. The KMO measure of sampling adequacy for gun access was .794 and the Bartlett’s test was significant ($\chi^2=172.65, p<.001$). These analyses indicated that the items were significantly correlated and satisfactory for use together in a factor analysis.

The exploratory factor analysis revealed an eight-factor solution with two main factors accounting for 64.72 percent of the total variance. The scree plot revealed a steep grade between the first and second factors, with a dramatic flattening after the third factor. The third factor, with an eigenvalue of .839, explained another 10.49 percent of the total variance and the remaining factors explaining from 1.84 to 8.42 percent of the remaining variance explained. See Table 17 for the rotated component matrix of the Gun Access Scale.
Figure 2: Gun Access and Elder Gun Suicide

Figure 3: Gun Access and Full Model
Table 17: Rotated Component Matrix (Gun Access Scale-Revised)

<table>
<thead>
<tr>
<th>Component</th>
<th>Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Juvenile Possession</td>
<td>.524</td>
</tr>
<tr>
<td>Juvenile Sales</td>
<td>.565</td>
</tr>
<tr>
<td>Child Access Prevention (CAP)</td>
<td>.616</td>
</tr>
<tr>
<td>Child Safety Locks (CSL)</td>
<td>.804</td>
</tr>
<tr>
<td>Preemption/Attorney General’s Power (P/AG)</td>
<td>.579</td>
</tr>
<tr>
<td>Secondary Sales (SES)</td>
<td>.897</td>
</tr>
<tr>
<td>Concealed Weapons (CCW)</td>
<td>.732</td>
</tr>
<tr>
<td>Background &amp; Waiting (B&amp;W)</td>
<td>.824</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>.729</td>
</tr>
<tr>
<td></td>
<td>.337</td>
</tr>
<tr>
<td></td>
<td>-.321</td>
</tr>
<tr>
<td></td>
<td>-.001</td>
</tr>
<tr>
<td></td>
<td>-.562</td>
</tr>
<tr>
<td></td>
<td>.056</td>
</tr>
<tr>
<td></td>
<td>-.329</td>
</tr>
<tr>
<td></td>
<td>.170</td>
</tr>
</tbody>
</table>

Child Access was eliminated because it did not improve the overall model and was not a statistically significant predictor of suicide. Gun Access Scale and Child Access were entered into a regression model with the criterion and the other predictors to better understand the part and partial correlations with suicide overall. Gun Access Scale ($\beta=-.355, t=-3.522, p<.001$), divorce ($\beta=.327, t=3.514, p<.001$), and male ($\beta=.433, t=4.378, p<.001$) were significant predictors of suicide, $F(6, 43)=24.532, p<.001$) even after controlling for the interaction effects of divorce, male, Violence Index, Economic Climate Scale, Gun Access Scale, and Child Access in the equation, whereas Child Access effects were trivial ($\beta=.095, t=-1.099, p=.278$). The decision was made to exclude Child Access and use Gun Access Revised (Gun Access-Revised). A second factor analysis was conducted to better understand the factor structure of Gun Access Scale-Revised. The KMO and Bartlett’s test of sphericity were .779 and ($\chi^2=140.22, p<.001$), respectively. The assumptions of factor analysis were upheld for the Gun Access Scale-Revised. The exploratory factor analysis revealed a 6-factor solution with
one main factor accounting for 58.8 percent of the total variance. The scree plot revealed a steep grade between the first and second factors, with a dramatic flattening after the second factor. The second factor, with an eigenvalue of .852, explained another 14.2 percent of the total variance and the remaining factors explaining from 2.45 to 10.87 percent of the remaining variance explained. See Table 18 for the component matrix of the Gun Access Scale-Revised.

Estimates of internal consistency reliability were computed for the Gun Access Scale and the Gun Access Scale-Revised. The Gun Access Scale and Gun Access Scale-Revised yielded alphas of .848 and .855 respectively, which further supported dropping the Gun Access Scale in favor of the Gun Access Scale-Revised. The mean inter-item correlation for the Gun Access Scale-Revised was .603. See Table 18 for the factor loadings of the Gun Access Scale-Revised. The Gun Access Scale-Revised mean was 1.204 and the variance was .096.

<table>
<thead>
<tr>
<th></th>
<th>Factor loading</th>
<th>$h^2$</th>
<th>$M$</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Child Access (CAP)</td>
<td>.667</td>
<td>.445</td>
<td>1.068</td>
<td>1.374</td>
</tr>
<tr>
<td>Child Safety Locks (CSL)</td>
<td>.815</td>
<td>.665</td>
<td>.696</td>
<td>1.218</td>
</tr>
<tr>
<td>Preemption/Attorney General’s power (P/AG)</td>
<td>.638</td>
<td>.407</td>
<td>1.170</td>
<td>1.480</td>
</tr>
<tr>
<td>Secondary Sales (SES)</td>
<td>.894</td>
<td>.799</td>
<td>1.262</td>
<td>1.527</td>
</tr>
<tr>
<td>Concealed Weapons (CCW)</td>
<td>.752</td>
<td>.565</td>
<td>1.460</td>
<td>1.440</td>
</tr>
<tr>
<td>Background &amp; Waiting (B&amp; W)</td>
<td>.804</td>
<td>.646</td>
<td>1.566</td>
<td>1.451</td>
</tr>
</tbody>
</table>
As hypothesized, gun access was found to have a direct effect on violence climate, and a direct, positive effect on suicide. These hypotheses were strongly supported by the data. Gun access had a strong direct effect on suicide, gun suicide, elder suicide, and elder gun suicide; the scale explained 27.7 percent, 39.9 percent, 41.8 percent and 41.8 percent of the differences, respectively. This was an important finding which demonstrated that states that do not require child safety locks (CSL), do not hold parents liable for limiting access of their guns for their children (CAP), that prohibit cities from passing more strict laws than the state (P/AG), have no limits on secondary sales (SES), allow concealed weapons (CCW), and have loose background checks and waiting periods (B&W) have significantly higher suicide rates, gun suicide rates, elder suicide rates, and elder gun suicide rates. The Gun Access Scale-Revised was found to be a reliable measure and the multivariate assumptions of factor analysis and the multivariate distributions were supported by the tests and these data. It is important to remember when looking at the coefficients for the full model (See Figures 5, 8, 11, and 14 for the direct effects and regression weights) that (Gun Access Scale-Revised) was coded so that higher scores on the Gun Access Scale-Revised were indicative of higher regulations and more gun control. An inverse relationship is counter-intuitive, but indicative of easier access. The hypothesis stating the direction and strength of the relationship of gun access and suicide was supported by these data for these models.

In other words, it was hypothesized that less restrictive gun laws would lead to higher rates of violence, but these data suggest that states with higher levels of violence leads to lenient gun laws. In states where there is more violence, the legislature passed laws to allow easier access to guns. The demand for easier access is higher in states where there is more violence; states with higher rates of violence had less restrictive
gun laws. The levels of violence led to easier access, rather than easier access leading to higher violence. Rates of violence explained 41.8 percent, 50.1 percent, 49.8 percent, and 49.8 percent of the differences in the gun access scale from state to state. States with higher rates of violence had significantly more lenient gun laws and states with lower rates of violence had much more strict gun laws. The direct and indirect results of violence climate are continued in the next section.
CHAPTER VII: VIOLENCE CLIMATE RESULTS

It was hypothesized that violence has a direct, positive effect on suicide and with gun access. It was also hypothesized that the indicators of violence—homicide, rape, battery, and robbery—would be highly correlated with each other and would form a single scale of violence that was reliable and loaded on one construct in a factor analysis. The multivariate distributions were assumed to be normally distributed, so the tests of those assumptions were performed to test these hypotheses. The multivariate testing of assumptions was performed for normal distribution, linearity, homoskedasticity, autocorrelation, factor analysis, and reliability of measurement. Multiple regression was performed in order to analyze the multivariate relationships of Violence Climate as hypothesized: homicide, battery, robbery, and rape. First, the normal multivariate distribution assumption was tested. Given that many of the univariate and bivariate distributions had skewness and kurtosis issues, it is not surprising that several of the multivariate distributions were skewed and kurtotic as well. The only equation that violated the multivariate normal distribution assumption for skewness or kurtosis was Violence Index with overall suicide (kurtosis=3.370, s.e.=.662). The other multivariate equations were normally distributed.

Second, the assumptions of multivariate linearity and homoskedasticity were tested. Visual inspection of the residual plots (standardized residuals plotted against standardized predicted values) revealed a multivariate linear relationship of the Violence Index with the Gun Access Scale-Revised well as the four criterion: suicide overall, gun suicide, elder suicide, and elder gun suicide. The residual plots also verified that the assumption of homoskedasticity was met for Violence Index with the mediating
and criterion. The residuals were randomly scattered around zero and demonstrating a relatively even distribution.

Third, the structure of the Violence Index was investigated using factor analysis. Principle Components (PCA) factor analysis was used to compute the factor loadings for the Violence Index and to test the factor structure of Violence Index. The purpose of this sub-analysis was to determine if each of the four indices were adequately measuring the latent variable Violence Climate. Each of the Violence Index measures—homicide, robbery, battery, and rape—were entered into the model simultaneously using varimax rotation. The solution revealed a two factor structure, contrary to what was hypothesized. It is assumed in factor analysis that indicators of a latent construct are significantly correlated with each other. Two tests of these assumptions were conducted during the factor analysis of Violence Index: Kaiser-Meyer-Olkin and Bartlett’s test. The Kaiser-Meyer-Olkin [KMO] measure of sampling adequacy measures the extent to which the variables in a factor analysis can be considered estimable, with a 1.0 indicating an errorless measurement or perfect scale. Any coefficient of .80 or higher is considered a good measure of sampling adequacy. The Bartlett’s test of sphericity is a test of the correlations between the variables in a factor analysis, where the rejection of the null hypothesis (that the indicators are more highly correlated than would be expected by chance) is desired. The KMO measure of sampling adequacy for the Violence Index was .666 and the Bartlett’s test was significant ($\chi^2 = 70.451, p < .001$). These analyses indicated that the items were significantly correlated, but there were some problems with sampling adequacy.

The factor analysis revealed a four factor solution with two main factors accounting for 84.5 percent of the total variance. The scree plot revealed a steep grade
between the first and second factors, with a dramatic flattening after the third factor. The third factor, with an eigenvalue of .364, explained another 9.11 percent of the total variance and the remaining factor explaining 6.39 percent of the remaining variance. Inspection of the rotated component matrix revealed unexpected results. The loadings conformed to two separate scales rather than one. See Table 19 for the rotated factor loadings of Violence Index.

**Table 19: Rotated Component Matrix (Violence Index)**

<table>
<thead>
<tr>
<th>Component</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homicide</td>
<td>.877</td>
<td>.028</td>
</tr>
<tr>
<td>Robbery</td>
<td>.892</td>
<td>-.041</td>
</tr>
<tr>
<td>Battery</td>
<td>.844</td>
<td>.349</td>
</tr>
<tr>
<td>Rape</td>
<td>.064</td>
<td>.987</td>
</tr>
</tbody>
</table>

Before venturing further into the scale issues, the Violence Index was analyzed for internal consistency reliability. Estimates of internal consistency reliability were computed for the full Violence Index. The Violence Index, as originally hypothesized, yielded an alpha of .490, an obvious problem, with no item significantly improving the reliability. It was at this point, the full Violence Index was discarded and two other options were explored. Because rape was the only item that did not load with the others in the exploratory factor analysis, a second factor analysis was performed with homicide, battery, and robbery. The KMO for this scale was .731 and the assumption of sphericity was upheld ($\chi^2 = 61.631, p<.001$). The reliability was still too low, however, with an inter-item alpha of .523. The Uniform Crime Reports Index of Violent Crime was explored next. This measure is a composite of the four indicators highlighted previously, but reported as a total number of violent crimes.
(adjusted for the population) in each state. In other words, the Violence Index 2000 is the total number of homicides, robberies, batteries, and rapes in each state (US Department of Justice, 2001). Rather than measuring each as an indicator, they were used as one observed measure of violent crime. This measure has been used widely since 1989 and is a product of the Federal Bureau of Investigation’s quest for a reliable set of criminal statistics (US Department of Justice, 2004). When compared with several years of US Department of Justice indices, the reliability of the Violence Index-R was high (\(\alpha=.976\)) and was, of course, highly correlated with the two factor scores of Violence Index: Factor 1 (\(\alpha=.871, p < .001\)) and Factor 2 (\(\alpha=.270, p < .01\)). The correlation with Violence Index-R was also high (\(\alpha=.903, p < .001\)).

The multivariate assumptions were tested again with Violence Index 2000 and the other variables for the partial and full models. All multivariate distributions for the partial and full models were normally distributed for skewness and kurtosis. The assumptions of multivariate linearity and homoskedasticity were also tested. Visual inspection of the residual plots (standardized residuals plotted against standardized predicted values) revealed a multivariate linear relationship of Violence Index 2000 variables with the Gun Access Scale-Revised well as the four criterion: suicide overall, gun suicide, elder suicide, and elder gun suicide. The residual plots also verified that the assumption of homoskedasticity was met for Violence Index with the mediating and criterion and there did not appear to be a problem with the partial plots either. The residuals were randomly scattered around zero and demonstrating a relatively even distribution.

Both Violence Index-R and Violence Index 2000 performed well in the regression equations with the variables from the full model, so it was decided that Violence Index 2000 would be retained for the full model analysis. This decision was based on the higher
reliability over time ($\alpha=.976$) and the fact that it includes slightly more information about violent crime (i.e., rape). The regression model with the criterion Gun Access Scale-Revised was statistically significant $F(4, 45)=21.076, p<.001)$. Divorce ($\beta=-.391, t=-4.305, p<.001$), Federal Election Commission-Revised ($\beta=-.526, t=-5.806, p<.001$), Economic Climate Scale ($\beta=-.266, t=-2.737, p<.001$) and Violence Index 2000 ($\beta=.402, t=4.131, p<.001$) were significant predictors of suicide.

Multiple regression equations performed with each indicator of Economic Climate Scale and Elder Economic Climate Scale with the criterion Violence Index-R helped tease out the most significant parts of the Economic Climate Scale and Elder Economic Climate Scale. For the general population, literacy ($\beta=-.816, t=-2.984, p=.005$) and poverty ($\beta=.771, t=3.033, p=.004$) were the most significant predictors of violence. The overall regression equation found that the indicators of economic climate were significant predictors of violence climate $F(5, 44)=6.976, R^2 = .442, p<.001)$. Similarly, the individual indicators of elder economic climate were significant predictors of violence climate, $F(5, 44)=6.673, R^2 = .431, p<.001$), with literacy ($\beta=.840, t=3.258, p=.002$), retirement ($\beta=.434, t=2.170, p=.035$), and elder disability ($\beta=.981, t=4.034, p < .002$), being the most influential predictors in the equation.

It was hypothesized that the indicators of violence—homicide, rape, battery, and robbery—would be highly correlated with each other and would form a single scale of violence that was reliable and loaded on one construct in a factor analysis. This hypothesis was partly supported by these data. The best measure of violence was the measure of homicide, rape, battery, and assault together. Although homicide, battery, and assault did work well together as a single scale, it was not reliable enough for the final analyses. It was also hypothesized that violence has a direct, positive effect on suicide.
and with gun access and an indirect, positive effect on suicide. These hypotheses were supported by these data. The relationship of gun access and violence was discussed in Chapter VI, so those results are not repeated. The direct effects of violence on suicide and indirect effects of violence (through gun access) on suicide were interesting and supported the original hypotheses. States with higher rates of violence had higher rates of suicide, gun suicide, elder suicide, and elder gun suicide. The strength of this relationship was much higher than would be expected by chance, except in the case of suicide overall (the other paths from Violence Index-R to gun suicide, elder suicide, and elder gun suicide were all statistically significant, \( p < .001 \).)

The hypothesis pertaining to the indirect relationship of violence (through gun access) and suicide, gun suicide, elder suicide, and elder gun suicide was also supported. The variance explained by the indirect effects of state levels of violence ranged from 14.2 percent (for suicide) to 27.4 percent (gun suicide). This means that states with higher rates of violence have higher rates of suicide because of the effect higher violence has on gun access. Conversely, states with lower rates of violence have lower rates of suicide, due in part to the more rigorous gun laws. Additional results of the full models using SEM are discussed in the following chapter and those implications for each hypothesis are discussed in the final chapter.
A two-step process recommended by Anderson and Gerbing (1988) was used to test the mediational models of suicide. First, confirmatory factor analyses (CFA) were performed to develop an acceptable measurement model, followed by the testing of the structural model. This chapter focuses on the SEM analyses for each of the hypothetical models of suicide: suicide overall, gun suicide, elder suicide, and elder gun suicide.

Model I: Suicide Overall

It was hypothesized that the structural model with the predictors male, divorce, Federal Election Commission-Revised, PCS-R, and Elder Economic Climate Scale and with the mediators Gun Access Scale-Revised, and Violence Index-R was a good fit for the data with the criterion suicide. In other words, that the hypothesized variables had a strong linear effect on suicide rates in 2000 and that, when combined in a system of regression equations, these seven variables would be able to predict elder suicide rates better than a model with perfect correlations among the variables and much better than a model with no relationships among the variables. It was also hypothesized that the proposed theoretical model could explain a large proportion of the differences between suicide rates from state to state. The variables for the first model included the following: male, divorce, Federal Election Commission-Revised. PCS-R, Economic Climate Scale, Gun Access Scale-Revised, and Violence Index-R. Maximum likelihood (ML) estimation was conducted using Analysis of Moment Structures [AMOS] 5.0 statistical package (Arbuckle, 1997). AMOS allows the user to estimate the model using either a graphical interface or series of equations. Byrne (2001) provides a useful guide to SEM using the AMOS software. AMOS was particularly useful because it can estimate observed or latent variables, which were both employed in this analysis. The first
measurement model was tested based on theoretical considerations and the hypotheses outlined in Chapter III. Figure 1 for the graphical representation of Model I as hypothesized.

In the measurement model, the latent variables were allowed to covary with each other. Factor analysis was used to estimate the measurement model and generate factor scores for the structural model. This method was chosen because of the small sample size and issues that were likely to arise using ML estimation with a small sample (N=50). It would have been optimal to use PLS estimation, but there were no commercially available software packages with this estimation method at the point of analysis.

**Figure 1: Proposed Theoretical Model of Suicide (Model I)**

The rectangles are measured variables, the large small circles are residual variances.
An initial test of Model I revealed that the data were not a good fit for the model. There are many goodness of fit indices calculated by AMOS, but the following will be reported in this section: CMIN, GFI, AGFI, NFI, CFI, RMSEA, and AIC.

*CMIN* (Bollen, 1989) is also called the minimum discrepancy or $\chi^2$. The CMIN simultaneously tests the extent to which all the residuals in the equation $\Sigma - \Sigma (\theta)=0$. (Byrne, 2001). CMIN asks the question how similar are the sample data to the “ideal” population data? In other words, this is one case where accepting the null hypothesis is the desired outcome, because the null hypothesis makes the statement, “These data being tested are similar to the whole population and it can be said with 95% certainty that this result is not a fluke, but a highly likely result caused by the independent variable/s’ effect/s on the dependent variable.” Unfortunately, the initial Model I was less than ideal, $\chi^2 (14, N=50)=90.061$ (CMIN) with an associated probability of $< .001$, indicating a poor fit of the data with the theoretical model. This result says that the structural model (see Figure 1) was significantly different than the “real” population model and that it is 99.99% sure that the results from the study were not true to the rest of the population, if measured.

The goodness-of-fit index (*GFI*) is a measure of the relative amount of variance and covariance in the sample matrix ($S$) that is jointly explained by the population matrix=$\Sigma$ (Byrne, 2001). *AGFI* is the same as GFI except that it accounts for the degrees of freedom in the specified model (Byrne, 2001). Hu and Bentler (1995) characterize the GFI and AGFI as absolute indices of fit because they compare the hypothesized model with no model at all. The values for GFI and AGFI range from zero to 1.00, with values closer to 1.00 indicating a better fit. Fan, Thompson and Wang (1999) had some words of caution that were important for the present study. They stated
that the GFI and AGFI can be overly influenced by sample size, which is a problem for the present study’s small sample of 50 cases. The GFI and AGFI values for the hypothesized model were .746 and .346 respectively, again indicating a poor fit for the data.

Byrne (2001) states that the *normed fit index (NFI)* has been the practical criterion of choice after it was developed by Bentler and Bonett in 1980. She also indicates that due to the NFI’s tendency to underestimate fit for small samples (relevant here), reporting of the *comparative fit index (CFI)* is also helpful. Both of these indices range from zero to 1.00, with the values closer to 1.00 indicating a good fit. The NFI and CFI compare the hypothesized model with a purely independent model. In other words, the NFI and CFI calculate the statistic of how similar the hypothesized model is with a model in which none of the variables have any effect on each other (i.e., the correlations of variables with each other would be zero). The result of the NFI and CFI for the hypothesized Model I were .617 and .633 respectively, again indicating a poor fit.

Another commonly used fit index is the *root mean square error of approximation (RMSEA)*. Steiger and Lind (cited in Byrne, 2001) proposed this fit index in 1980, but it has recently been recognized as one of the most informative criteria in covariance structure modeling (Byrne, 2001). In simplified terms, the RMSEA asks, “How well would the model, with unknown but optimally chosen parameter values, fit the population covariance matrix if it were available?” (Browne & Cudek, 1993, p. 137-138). The measure is a particularly good one for the present study, because it takes into account the number of estimated parameters in the model (i.e., the model’s complexity). Values less than .05 indicate a good fit. AMOS also estimates
confidence intervals for RMSEA and the probability that RMSEA is accurately valuing the fit of the model in the population. The RMSEA value calculated for the hypothesized Model I was .333 (90 percent confidence interval ranging from .269 to .400, \( p<.001 \)). This demonstrates that the hypothesized model was not a good fit for the data and that the probability of Model I actually being a good fit was less than 1 in 1000.

The next two fit indices are related to the model’s simplicity or parsimony and are relevant to the results of the hypothesized Model I. Akaike’s (1987) information criterion (AIC) and Bozdogan’s (1987) consistent Akaike’s information criterion (CAIC) are estimates of fit that take parsimony into account (i.e., the number of parameters estimated). The AIC and CAIC are different from each other only in that AIC takes the degrees of freedom into account, whereas CAIC takes the sample size into account instead. The values calculated by AIC and CAIC are generated for three models each: the independence model, the saturated model, and the hypothesized model. The hope for the AIC and CAIC is that the hypothesized model statistic fares better than either the independence model (where the variables are completely unrelated and not correlated with each other) or the saturated model (where the variables are perfectly correlated with each other and the correlations are 1.00). The results of the AIC were 72.00 for the saturated model and 251.028 for the independence model. The AIC value for the hypothesized Model I fared worse than the saturated model (AIC=134.061). Similarly, the saturated model taking sample size into account (CAIC) was calculated to be 176.833 and the independence model was 274.325. The hypothesized Model I was also worse than the saturated model (CAIC=198.126). These measures indicated a poor fit for the data again.
The AMOS program offered some suggestions to improve the hypothesized model to better reflect the data. The modification indices suggested by AMOS were considered in comparison with a priori theoretical considerations. The resulting model is presented as Figure 4. The residual term for male (e1) was allowed to covary with the error terms for divorce (e2), Federal Election Commission-Revised (e3), and Economic Climate Scale (e4). The variable PCS-R was strongly correlated with Economic Climate Scale (r=.743), indicating that there was either a latent construct between them or caused both to vary at the same level. The best model included Economic Climate Scale and not PCS-R, so PCS-R was dropped. The non-significant paths were also eliminated as they were determined to be spurious. Also, the measure that best fit the model for Violence Climate was VCR-2000, so it was retained. Violence Index-R and Violence Index 2000 were similar measures, because Violence Index-R was simply the factor score of the number of crimes committed in 2000 adjusted for the population with homicide, robbery, and battery each
being an indicator in a factor analysis. Violence Index 2000 was the simply the total number of all the violent crimes committed in each state in 2000 adjusted for the population (including homicide, robbery, battery, and rape). Finally, the path from gun access to Violence Index was not significant and it was determined that for this model and data, Violence Index 2000 influenced gun access much more strongly than the other way around. Thus the path from gun access to Violence Index 2000 was dropped. The estimates were again calculated for the hypothesized Model I-R. See Figure 5 for the path coefficients for Model I-R.

The initial test of the measurement model yielded a very good fit for the Model I-R  \( \chi^2(9, N=50)=4.751 \) (CMIN) with an associated probability of .855 indicating an excellent fit for the data and theoretical model. The calculated GFI and AGFI were
.973 and .915, well within the expected range of zero to 1.00 and indicating an excellent fit. The NFI and CFI values were also indicative of a good fit with .972 and 1.00, respectively. For the hypothesized Model I-R, the RMSEA value was also excellent (RMSEA=.000, 90 percent lower bound confidence interval=.000, 90 percent upper bound confidence interval=.088, \( p=.897 \)) and indicative of a good fit for the root mean square error of the approximation. The AIC and CAIC also indicated a good fit for the data with the hypothesized model being significantly better than either the saturated or independence models: AIC=42.751 (saturated model=56.000, independence model=183.397) and CAIC=98.079 (saturated model=137.537, independence model=203.781).

In addition to the findings outlined by the fit statistics highlighted previously, the model explained 76.2 percent of the variance in suicide rates from state to state and was a statistically significant predictor of suicide rates \( F (6, 43)=22.889, \ p<.001 \). All of the path coefficients were statistically significant predictors with the exception of the path from Violence Index 2000 to suicide (\( \beta=.094, \ CR=1.190, \ p=.234 \)). The path from Economic Climate Scale to Violence Index 2000 was significant (\( \beta=.402, \ CR=3.070, \ p=.002 \)) and from Economic Climate Scale to Gun Access Scale-Revised was also significant (\( \beta=-.277, \ CR=-2.856, \ p < .001 \)). The other paths from the predictors to Gun Access Scale-Revised were significant: divorce (\( \beta=-.407, \ CR=-4.493, \ p <.001 \), Violence Index 2000 (\( \beta=.418, \ CR=4.311, \ p < .001 \), and Federal Election Commission-Revised (\( \beta=-.547, \ CR=-6.058, \ p < .001 \). Three other paths were also significant predictors of suicide overall: male (\( \beta=.487, \ CR=5.946, \ p < .001 \), divorce (\( \beta=.352, \ CR=3.926, \ p < .001 \), and Gun Access Scale-Revised (\( \beta=-.339, \ CR=-4.216, \ p < .001 \).
Given the excellent fit statistics and the strength of the relationships, the hypothesized Model I-R was retained.

**Figure 5: Revised Theoretical Model of Suicide with Coefficients (Model I-R)**

It was hypothesized that the structural model with the predictors—male, divorce, Federal Election Commission-Revised, PCS-R, and Elder Economic Climate Scale—and with the mediators—Gun Access Scale-Revised, and Violence Index-R—was a good fit for the data with the criterion suicide overall and this was strongly supported with these data. The variables had a strong linear effect on suicide rates in 2000 and when combined in a series of regression equations, these six variables were able to predict elder suicide rates better than the saturated or independent models. The Model I-R, fully mediated model, was also a better fit for these data than the partially mediated
model with paths from gun access and violence climate restricted to zero. This means that the model as represented in Figure 5 was the best fit for these data.

One significant point here is that gun access was found to be a mediator for violence climate and suicide and violence climate was not the mediator for gun access and suicide. This differs slightly from what was originally hypothesized, that the relationship between violence climate and gun access were relatively equal. It was suspected that violence led to the need for easier gun access and that easier gun access led to higher rates of violence. It was determined that with these data and this model, the directional relationship was with gun access as the mediator. It was also hypothesized that the proposed theoretical model could explain a large proportion of the differences between suicide rates from state to state and this was significantly true for these data. The Model I-R explained 76.2 percent of the differences in suicide rates from state to state. The next section discusses the hypothesized model of gun suicide.
**Model II: Gun Suicide**

It was hypothesized that the structural model with the predictors male, divorce, Federal Election Commission-Revised. PCS-R, and Elder Economic Climate Scale and with the mediators Gun Access Scale-Revised, and Violence Index-R was a good fit for the data with the criterion gun suicide. Another way of saying this is, that the hypothesized variables had a strong linear effect on observed rates of gun suicide and that, when combined in a series of regression equations, these seven variables would be able to predict gun suicide rates better than a model with perfect correlations among the variables and much better than a model with no relationships among the variables. It was also hypothesized that the proposed theoretical model could explain a large proportion of the differences between gun suicide rates from state to state. The variables for the second model included the following: male, divorce, FEC-R. PCS-R, Economic Climate Scale, Gun Access Scale-Revised, and Violence Index-R. Just as with the model for suicide overall, maximum likelihood (ML) estimation was conducted using AMOS 5.0 statistical package (Arbuckle, 1997). The first measurement model was tested based on theoretical considerations and the hypotheses outlined in Chapter III. Figure 6 for the graphical representation of Model II as hypothesized.

In the measurement model, the latent variables were allowed to covary with each other. Factor analysis was used to estimate the measurement model and generate factor scores for the structural model. This method was chosen because of the small sample size and issues that were likely to arise using ML estimation with a small sample (N=50). An initial test of Model II revealed that the data were not a good fit for the model. The following fit statistics will be reported in this section: CMIN, GFI, AGFI, NFI, CFI, RMSEA, and AIC. Unfortunately, the initial Model II was less than
ideal, \( \chi^2 (13, N=50)=86.627 \) (CMIN) with an associated probability of \( p < .001 \), indicating a poor fit of the data with the theoretical model. The goodness-of-fit index \( (GFI) \) is a measure of the relative amount of variance and covariance in the

**Figure 6: Theoretical Model of Gun Suicide (Model II)**

The values calculated by AMOS for the hypothesized Model II were GFI=.751 and AGFI=.311, which is well outside the recommended values for good fitting data, near 1.00. The result of the NFI and CFI for the hypothesized Model II were .638 and .651, respectively, again indicating a poor fit. Although the independence model for each was much worse (.000), the saturated model (one with perfect correlations among the variables) was much better (1.000).
The RMSEA value calculated for the hypothesized Model II was .340 (90 percent confidence interval = .274 to .410, p < .001). This demonstrates that the hypothesized model was not a good fit for the data and that the probability of Model II actually being a good fit was less than 1 in 1000. The AIC and CAIC statistics were generated for three models each: the independence model, the saturated model, and the hypothesized model. The hope for the AIC and CAIC statistic is that the hypothesized model statistic fares better than either the independence model (where the variables are completely unrelated and not correlated with each other) or the saturated model (where the variables are perfectly correlated with each other and the correlations are 1.00). The results of the AIC were 72.00 for the saturated model and 255.159 for the independence model. The AIC value for the hypothesized Model II fared worse than the saturated model (AIC = 132.627), which was not the desired result. This means that the model where all of the variables have perfect correlations was much better fitting than the hypothesized model. Similarly, the saturated model, taking sample size into account (CAIC) was calculated to be 176.833 and the independence model was 278.455. The hypothesized Model II was also worse than the saturated model (CAIC = 199.604). These measures indicated a poor fit for the data again.

The AMOS program offered some suggestions to improve the hypothesized model to better reflect the data. The modification indices suggested by AMOS were considered in comparison with a priori theoretical considerations. The resulting model is presented as Figure 7.
The residual term for male (e1) was allowed to covary with the error terms for divorce (e2), Federal Election Commission-Revised (e3), and Economic Climate Scale (e4). The variable PCS-R was strongly correlated with Economic Climate Scale (r=.743), indicating that there was a latent construct between them or a systematic error that caused both Economic Climate Scale and PCS-R to vary at the same level. The best model included Economic Climate Scale and not PCS-R, so PCS-R was dropped. The non-significant paths were also eliminated as they were determined to be spurious. Also, the measure that best fit the model for Violence Climate was VCR-R, so it was retained. Finally, the path from Gun Access Scale-Revised to Violence Index was not significant and it was determined that for this model and data, Violence Index-R influenced Gun Access Scale-Revised much more strongly than the other way around.
The path from Gun Access Scale-Revised to Violence Index 2000 was dropped. The estimates were again calculated for the hypothesized Model II-R. See Figure 8 for the path coefficients for Model II-R.

**Figure 8: Revised Theoretical Model of Gun Suicide with Coefficients (Model II-R)**

![Diagram of Model II-R](image)

The initial test of the measurement model yielded a very good fit for the Model II-R $\chi^2(9, N=50)=5.279$ (CMIN) with an associated probability of .809 indicating an excellent fit for the data and theoretical model. The calculated GFI and AGFI were .970 and .906, well within the expected range of zero to 1.00 and indicating an excellent fit. The NFI and CFI values were also indicative of a good fit with .972 and 1.00 respectively. For the hypothesized Model II-R, the RMSEA value was also excellent (RMSEA=.000, 90 percent confidence interval=.000 to .102, $p=.897$) and indicative of a good fit for the root mean square error of the approximation. Interpretation of this
indicates that one can be 90 percent certain that the true value of RMSEA (.000) falls between .000 and .102, a more precise range than the first model. The AIC and CAIC also indicated a good fit for the data with the hypothesized model being significantly better than either the saturated or independence models: AIC=43.279 (saturated model=56.000, independence model=201.727) and CAIC=98.607 (saturated model=137.537, independence model=222.111).

In addition to the findings outlined by the fit statistics highlighted previously, the model explained 76.8 percent of the variance in gun suicide rates from state to state and was a statistically significant predictor of gun suicide rates $F(6, 43)=23.78, p<.001$. All of the path coefficients were statistically significant predictors of gun suicide rates. The path from Economic Climate Scale to Violence Index-R was significant ($\beta=.612, CR=5.414, p < .001$) and from Economic Climate Scale to Gun Access Scale-Revised was a good predictor as well ($\beta=-.418, CR=-3.760, p < .001$). The other paths from the predictors to Gun Access Scale-Revised were significant: divorce ($\beta=-.386, CR=-4.331, p <.001$), Violence Index-R ($\beta=.501, CR=4.536, p < .001$), and Federal Election Commission-Revised ($\beta=-.557, CR=-6.225, p < .001$). Four other paths were also significant predictors of gun suicide: male ($\beta=.354, CR=4.141, p < .001$), Violence Index-R ($\beta=.195, CR=2.466, p=.014$), divorce ($\beta=.296, CR=3.320, p < .001$), and Gun Access Scale-Revised ($\beta=-.547, CR=-6.987, p < .001$). Given the excellent fit statistics and the strength of the relationships, the hypothesized Model II-R was retained.

This fits with the original hypothesis that the structural model (Model II-R) with the predictors male, divorce, Federal Election Commission-Revised, PCS-R, and Elder Economic Climate Scale and with the mediators Gun Access Scale-Revised, and Violence Index-R was a good fit for the data with the criterion gun suicide. This model
was a better fit than the other three models (Model I-R, Model III-R, and Model IV-R),
given the fit statistics and the overall percentage of variance explained (76.8). One
particularly surprising finding for the full models was the relationship of gun access
with violence climate, as highlighted in the previous section. The partially mediated
models were not nearly as well-fitting as the full model (Model II-R), so this
demonstrated that the fully mediated model was the best given the present data. It was
also hypothesized that the proposed theoretical model could explain a large proportion
of the differences between gun suicide rates from state to state and this hypothesis was
supported clearly by the high percentage of explained variance (76.8 percent). The next
section discusses the hypothesized model of elder suicide.
Model III: Elder Suicide

It was hypothesized that the structural model with the predictors male, divorce, Federal Election Commission-Revised. PCS-R, and Elder Economic Climate Scale and with the mediators Gun Access Scale-Revised, and Violence Index-R was a good fit for the data with the criterion elder suicide. In other words, that the hypothesized variables had a strong linear effect on elder suicide and that, when combined in a series of regression equations, these seven variables would be able to predict elder suicide rates better than a model with perfect correlations among the variables and much better than a model with no relationships among the variables. It was also hypothesized that the proposed theoretical model could explain a large proportion of the differences between elder suicide rates from state to state. Maximum likelihood (ML) estimation was conducted using AMOS 5.0 statistical package (Arbuckle, 1997). The first measurement model was tested based on theoretical considerations and the hypotheses outlined in Chapter III. Figure 9 for the graphical representation of Model III as hypothesized.

In the measurement model, the latent variables were allowed to covary with each other. Factor analysis was used to estimate the measurement model and generate factor scores for the structural model. Not surprisingly, the initial test of Model III revealed that the Model III was less than ideal, $\chi^2 (13, N=50)=90.560$ (CMIN) with an associated probability of < .001, indicating a poor fit of the data with the theoretical model. The statistics generated by AMOS for GFI and AGFI were .748 and .302, which was much less than the recommended value of .95 or higher. The result of the NFI and CFI for the hypothesized Model III were .556 and .559 respectively, again indicating a poor fit. Although the independence model is much worse, the saturated
model (one with perfect correlations among the variables) was much better. The RMSEA value calculated for the hypothesized Model III was .349 (90 percent confidence interval = .283 to .418, \( p < .001 \)). This demonstrates that the hypothesized model was not a good fit for the data and that the probability of Model III actually being a good fit was less than 1 in 1000. The results of the AIC were 72.00 for the saturated model and 219.975 for the independence model. The AIC value for the hypothesized Model III fared worse than the saturated model (AIC = 136.560). Similarly, the saturated model taking sample size into account (CAIC) was calculated to be 176.833 and the independence model was 243.272. The hypothesized Model III was also worse than the saturated model (CAIC = 176.833). These measures indicated a poor fit for the data again. Given the predominance of evidence that the hypothesized model did not
adequately fit the data, several changes were made to the hypothesized model. Those results with the goodness of fit statistics, are outlined next.

The AMOS program offered some suggestions to improve the hypothesized model to better reflect the data. The modification indices suggested by AMOS were considered in comparison with a priori theoretical considerations. The resulting model is presented as Figure 10.

**Figure 10: Revised Theoretical Model of Elder Suicide (Model III-R)**

The residual term for male (e1) was allowed to covary with the error terms for divorce (e2), Federal Election Commission-Revised (e3), and Elder Economic Climate Scale (e4). The variable PCS-R was strongly correlated with Elder Economic Climate Scale (r=.769), indicating that there was either a latent construct between them or causing both to vary at the same level. The best model included Elder Economic
Climate Scale and not PCS-R, so PCS-R was dropped. The non-significant paths were also eliminated as they were determined to be spurious. Also, the measure that best fit the model for Violence Climate was VCR-R, so it was retained. Finally, the path from Gun Access Scale-Revised to Violence Index was not significant and it was determined that for this model and data, Violence Index-R influenced Gun Access Scale-Revised much more strongly than the other way around. The path from Gun Access Scale-Revised to Violence Index-R was dropped.

The estimates were again calculated for the hypothesized Model III-R. See Figure 11 for the path coefficients for Model III-R. The initial test of the measurement model yielded a very good fit for the Model III-R $\chi^2 (9, N=50)=5.049$ (CMIN) with an associated probability of .830 indicating an excellent fit for the data and theoretical model. The calculated GFI and AGFI were .971 and .910, well within the expected range of zero to 1.00 and indicative an excellent fit. The NFI and CFI values were also indicative of a good fit with .967 and 1.000, respectively. For the hypothesized Model III-R, the RMSEA value was also excellent (RMSEA=.000, 90 percent confidence interval=.000 to .096, $p=.877$) and indicative of a good fit for the root mean square error of the approximation. The AIC and CAIC also indicated a good fit for the data with the hypothesized model being significantly better than either the saturated or independence models: AIC=43.049 (saturated model=56.000, independence model=165.212) and CAIC=98.378 (saturated model=137.537, independence model=185.596).
In addition to the findings outlined by the fit statistics highlighted previously, the model explained 53.4 percent of the variance in suicide rates from state to state and was statistically significant predictor of elder suicide rates $F(6, 43)=8.225, p<.001$.

All of the path coefficients were statistically significant predictors with the exception of the path from Violence Index-R to elder suicide ($\beta=.188, CR=1.704, p=.088$). The paths from Elder Economic Climate Scale to Violence Index-R and Gun Access Scale-Revised were significant ($\beta=.601, CR=5.262, p < .001$) and ($\beta=-.418, CR=-3.740, p < .001$) respectively. The other paths from the predictors to Gun Access Scale-Revised were significant: divorce ($\beta=-.400, CR=-4.466, p < .001$), Violence Index-R ($\beta=.498, CR=4.510, p < .001$), and Federal Election Commission-Revised ($\beta=-.514, CR=-$...
5.945, \( p < .001 \)). Three other paths were also significant predictors of elder suicide: male (\( \beta = .345, CR = 2.887, p = .004 \)), divorce (\( \beta = .352, CR = 2.831, p = .005 \)), and Gun Access Scale-Revised (\( \beta = -.292, CR = -2.684, p = .007 \)). Given the excellent fit statistics and the strength of the relationships, the hypothesized Model III-R was retained.

It was somewhat disappointing to find that the proposed model was not as helpful in predicting elder suicide as suicide overall or gun suicide. It was hypothesized that the structural model with the predictors male, divorce, Federal Election Commission-Revised. PCS-R, and Elder Economic Climate Scale and with the mediators Gun Access Scale-Revised, and Violence Index-R was a good fit for the data with the criterion elder suicide and this was supported and evidenced by the excellent fit statistics outlined earlier. While the hypothesized variables had a strong linear effect on elder suicide and performed much better than either the saturated or independent models, Model III-R explained significantly less of the differences between state elder suicide rates (53.4 percent as opposed to 76.2 and 76.8 percent). The next section discusses the hypothesized model of elder gun suicide.
Model IV: Elder Gun Suicide

It was similarly hypothesized that the structural model with the predictors male, divorce, Federal Election Commission-Revised, PCS-R, and Elder Economic Climate Scale and with the mediators Gun Access Scale-Revised, and Violence Index-R was a good fit for the data with the criterion elder gun suicide. Put another way, the hypothesized variables would be able to predict elder gun suicide rates better than a model with perfect correlations among the variables and much better than a model with no relationships among the variables. It was also hypothesized that the proposed theoretical model could explain a large proportion of the differences between elder gun suicide rates from state to state. The variables for the last model included the following: male, divorce, Federal Election Commission-Revised, PCS-R, Economic Climate Scale, Gun Access Scale-Revised, and Violence Index-R. Maximum likelihood (ML) estimation was conducted using AMOS 5.0 statistical package (Arbuckle, 1997). The first measurement model was tested based on theoretical considerations and the hypotheses outlined in Chapter III. Figure 12 for the graphical representation of Model IV as hypothesized.

In the measurement model, the latent variables were allowed to covary with each other. Factor analysis was used to estimate the measurement model and generate factor scores for the structural model. This method was chosen because of the small sample size and issues that were likely to arise using ML estimation with a small sample (N=50). It would have been optimal to use PLS estimation, but there were no commercially available software packages with this estimation method at the point of analysis.
Unfortunately, an initial test of Model IV revealed that the model was less than ideal, $\chi^2 (14, N=50)=90.471$ (CMIN) with an associated probability of < .001, indicating a poor fit. The GFI and AGFI for Model IV were calculated as being .748 and .302 respectively, which indicated that the hypothesized model was only slightly better than no model at all. The result of the NFI and CFI for the hypothesized Model IV were .567 and .572 respectively, again indicating a poor fit. Although the independence model is much worse, the saturated model (one with perfect correlations among the variables) was much better. The RMSEA value calculated for the hypothesized Model IV was .349 (90 percent confidence interval=.283 to .418, $p<.001$). The results of the AIC were 72.00 for the saturated model and 2224.816 for the independence model. The AIC value for the hypothesized Model IV fared worse than the saturated model.
(AIC=136.471). Similarly, the saturated model taking sample size into account (CAIC) was calculated to be 176.833 and the independence model was 248.112. The hypothesized Model IV was also worse than the saturated model (CAIC=203.448). These measures indicated a poor fit for the data again. The AMOS program offered some suggestions to improve the hypothesized model to better reflect the data. The modification indices suggested by AMOS were considered in comparison with a priori theoretical considerations. The resulting model is presented as Figure 13.

**Figure 13: Revised Theoretical Model of Elder Gun Suicide (Model IV-R)**

The residual term for male (e1) was allowed to covary with the error terms for divorce (e2), Federal Election Commission-Revised (e3), and Elder Economic Climate Scale (e4). The variable PCS-R was strongly correlated with Elder Economic Climate Scale (r=.743), indicating that there was either a latent construct between them or something
that caused both to vary at the same level. The best model included Economic Climate Scale and not PCS-R, so PCS-R was dropped. As with the previous models, the non-significant paths were eliminated as they were determined to be spurious. Also, the measure that best fit the model for Violence Climate was VCR-R, so it was retained. Finally, the path from Gun Access Scale-Revised to Violence Index was not significant and it was determined that for this model and data, Violence Index-R influenced Gun Access Scale-Revised much more strongly than the other way around. The path from Gun Access Scale-Revised to Violence Index 2000 was dropped. The estimates were again calculated for the hypothesized Model IV-R. See Figure 14 for the path coefficients for Model IV-R.

The initial test of the measurement model yielded a very good fit for the Model IV-R $\chi^2(9, N=50)=5.419$ (CMIN) with an associated probability of .796 indicating an excellent fit for the data and theoretical model. The calculated GFI and AGFI were .969 and .904, well within the expected range of zero to 1.00. The NFI and CFI values were also indicative of a good fit with .965 and 1.000, respectively. For the hypothesized Model IV-R, the RMSEA value was also excellent (RMSEA=.000, 90 percent confidence interval=.000 to .105, $p=.851$). The AIC and CAIC also indicated an excellent fit for the data with the hypothesized model being significantly better than either the saturated or independence models: AIC=43.419 (saturated model=56.000, independence model=168.891) and CAIC=98.747 (saturated model=137.537, independence model=189.276).

In addition to the findings outlined by the fit statistics highlighted previously, the model explained 76.2 percent of the variance in suicide rates from state to state and
the model was statistically significant predictor of suicide rates $F(6, 43)=9.168, p<.001$). All of the path coefficients were statistically significant predictors with the exception of the path from male to elder gun suicide ($\beta=.218, CR=1.858, p=.063$). The paths from Elder Economic Climate Scale to Violence Index-R was significant ($\beta=.601, CR=5.262, p < .001$) and the path from Elder Economic Climate Scale to Gun Access Scale-Revised was also a significant one ($\beta=-.418, CR=-3.740, p < .001$). The other paths from the predictors to Gun Access Scale-Revised were significant: divorce ($\beta=-.400, CR=-4.466, p < .001$), Violence Index-R ($\beta=.498, CR=4.510, p < .001$), and Federal Election Commission-Revised ($\beta=-.541, CR=-5.945, p < .001$). Three other paths were also significant predictors of elder gun suicide overall: Violence Index-R
(β=.239, CR=2.206, p=.027), divorce (β=.360, CR=2.950, p=.003), and Gun Access Scale-Revised (β=-.405, CR=-3.798, p < .001). Given the excellent fit statistics and the strength of the relationships, the hypothesized Model IV-R was retained. The hypothesis was made that the structural model with the predictors—male, divorce, Federal Election Commission-Revised, PCS-R, and Elder Economic Climate Scale—and with the mediators—Gun Access Scale-Revised and Violence Index-R—was a good fit for the data with the criterion, elder gun suicide. The hypothesized variables were be able to predict elder gun suicide rates better than a model with perfect correlations among the variables (saturated model) and much better than a model with no relationships among the variables (independence model). It was also hypothesized that the proposed theoretical model could explain a large proportion of the differences between elder gun suicide rates from state to state. Unfortunately, this model was not as helpful in explaining the differences in elder gun suicide from state to state, despite the excellent fit of the data to the model. The variance explained was still high (53.4 percent), although it was not as high as the other models (76.2, 76.8, and 56.1 percent, respectively). The next section discusses the results of all the models, outlines the limitations of the present study, and offers suggestions for future research.
CHAPTER IX: DISCUSSION

Hypotheses and Findings

The purpose of the following chapter is to discuss and summarize key findings outlined in Chapters IV, V, VI, VII, and VIII and compare the present study in the context of the wider research and theoretical developments in suicidology. First, each of the hypotheses is presented individually with discussion and possible explanations from the data, given the context of previous research and theory about each item. This is followed by a discussion of the limits of the present study. Finally, the theoretical and research implications are discussed with an emphasis on directions for future work in suicidology. In review, the hypotheses for the present study were:

Hₑ: Political climate has a direct (+) effect on gun access
H₂: Political climate has a direct (+) effect on violence climate
H₃: Political climate has an indirect effect on suicide rates by influencing gun access and violence climate
H₄: Economic climate has a direct (+) effect on violence climate
H₅: Economic climate has an indirect effect on suicide rates by influencing gun access and violence climate
H₆: Status integration has a direct (-) effect on violence climate
H₇: Status integration has a direct (-) effect on suicide rates
H₈: Status integration has an indirect effect on suicide rates by influencing gun access and violence climate
H₉: Gun access and violence are directly related to each other
H₁₀: Gun access has a direct (+) effect on suicide
H₁₁: Violence climate has a direct (+) effect on suicide
H₁₂: The proposed theoretical model is a good fit for the data (Figure 4)
Figure 4: Revised Theoretical Model of Suicide (Model I-R)

\[ H_1: \text{Political Climate and Gun Access} \]

Political Climate (Federal Election Commission-Revised and PCS-R) was hypothesized to have a direct (+) effect on gun access and this hypothesis was supported by one measure (Federal Election Commission-Revised) and not supported by the other (PCS-R). As the percent of people who voted Republican in the last four Presidential elections (Federal Election Commission-Revised) increased, access to guns increased (\( \beta = .547, \text{C.R.} = 6.058, p < .001 \)). The negative value for this finding is due to the way Gun Access Scale was coded. It is important to remember that (Gun Access Scale-Revised) was coded so that higher scores on the Gun Access Scale-Revised were indicative of higher regulations and more gun control. An inverse relationship is counter-intuitive, but indicative of easier access. Lower scores are indicative of less
regulation and easier access. In retrospect, it might have made more sense to code the scale the opposite way, so that higher scores mean easier access and the path diagram would be a bit more intuitive, with a positive, direct relationship instead of an inverse relationship.

This finding makes sense for several reasons. First, Republican candidates tend to favor gun rights and more lenient gun laws (easier access). Belief in less government intervention in private lives and liberty is a core value for members of the Republican party in the United States (Jansson, 2003, p. 16). This could be extended to mean that the government should not infringe on an individual’s right to have a gun. As highlighted earlier, Governor Jeb Bush credited the National Rifle Association with helping his brother George W. Bush become elected President in 2000 (Join Together Online, 2003). Similarly, the hypothesis was made that as inter-party competition (partisanship) increased, gun access would increase. The political system in the United States is based on democratic values and an increase in competition would mean an increase in the debate about the access to guns. Hayes and Glick (1993) found that as the debate over living will legislation was raised (in the media and among policy-makers), innovation (and change) increased. They found both partisanship and inter-party competition to be significant predictors of living will legislation passage (Hays & Glick, 1993).

Hays and Glick’s finding was contradicted with the second part of the political climate in the present study. The data revealed that inter-party competition was not significantly related to gun access. One potential explanation for this is likely due to the way inter-party competition was measured. The higher scores were indicative of more competition or conflict between Democrats and Republicans in state government.
When taken in the context of gun access, increased conflict does not equal passage of new legislation. It might be indicative of impasse, rather than decisions. States with little competition (either Republican or Democrat) might be clearer about the kinds of laws they want passed. For example, Massachusetts and Nevada scored similarly on the PCS-R for inter-party competition. Massachusetts is a strongly Democratic state and Nevada is a Republican stronghold. Massachusetts has some of the most restrictive gun laws in the country with a mean score of 3.84 on the Gun Access Scale, whereas Nevada errs much more on the side of gun rights, with an average score of 1.43 for the Gun Access Scale. This seems to help explain the seemingly contradictory finding that one of the political climate measures is predictive of gun access and the other was not a useful part of the gun access model at all.

\(H_2: \text{Political Climate and Violence}\)

Political Climate (Federal Election Commission-Revised and PCS-R) was hypothesized to have a direct (+) effect on violence climate and this hypothesis was supported by one measure (Federal Election Commission-Revised) and not supported by the other (PCS-R). PCS-R was a significant predictor of Violence Index-R, but Federal Election Commission-Revised was not. One explanation for this could be that PCS-R was essentially a measure of conflict between the Democratic and Republican parties and it is possible for this conflict to be present at multiple levels in the sociological structure. Several authors have linked political competition and violence (Clarke, 1998; Eitle, D., D’Alessio, & Stolzenburg, 2002; Luders, 2005; Olzak, 1990). One explanation frequently made with the discussion about politics and violence, the frustration-aggression hypothesis, began with research about lynching of African Americans in the 1930s (Raper, 1933) and included economic variables as
“explanation” for the frustration and violence at the early part of the century. There have also been Durkheimian explanations linking violence, politics, and social control (Lukes & Scull, 1983). It is dangerous to speculate too much about the finding in the present study, given that many of the studies examined racial climate as well. It is certainly possible that the frustration-aggression hypothesis could shed some light on the strong relationship found in the data of political climate and overall levels of violence. Because the discussions of political violence have all included economic variables, the intersection between economic variables and violence will be highlighted next (slightly out of order from Chapter III).

**H₄: Economic Climate and Violence**

Economic climate was hypothesized to have a direct (+) effect on violence in the present study. This hypothesis was strongly supported by the data. Violence climate was directly related to the measures of poverty chosen for this study (Economic Climate Scale and Elder Economic Climate Scale). Regression analysis demonstrated that Economic Climate Scale accounted for 44.2 percent of the differences in violence climate and Elder Economic Climate Scale explained 43.1 percent of the variance in violence climate for the models involving suicide rates. The most helpful indicators for predicting violence was literacy and poverty among the general population and literacy, retirement, and disability status among elders. The explanatory power was more pronounced when dealing with firearm suicide. Economic Climate Scale and Elder Economic Climate Scale, for example, were helpful in explaining 61.2 and 60.1 percent of the respective differences in violence climate (Violence Index-R) from state to state. There was also a pronounced indirect effect on suicide, but that will be discussed later in this chapter.
These findings were not too surprising, given the extensive literature on poverty and violence (Gastil, 1971; Hackney, 1969; Kowalski, Fauple, & Starr, 1987; Lester, 1989; Loftin and Hill, 1979; Parker, 1989; Stolzenberg & D’Alessio, 2000). For example, Parker (1989) controlled for economic factors, but still found sufficient evidence of the subculture of violence (Gastil-Hackney hypothesis). In other words, economic factors do contribute significantly, but do not explain the whole picture, just as the data from the present study suggests the economic factors account for less than half. Nonetheless, the original hypothesis was supported and further follows the trends in the literature.

**H3: Political Climate and Suicide**

The political climate hypothesis was supported, because the relationship of SEC-R was found to be indirectly related to suicide by influencing the access to guns and the influence of PCS-R on violence climate. There is not a direct relationship of either political climate indicator on suicide, firearm suicide, elder suicide, or elder firearm suicide. Federal Election Commission-Revised was found to directly influence gun access and was the most significant predictor of gun access in the portion of the mediational model where gun access is the criterion. The strength of support for the Republican candidate the Presidential elections (Federal Election Commission-Revised) was directly related to lower scores on the Gun Access Scale ($\beta=-.55$, C.R.=-6.058, $p < .001$) and the indirect effects of political influence on gun access was also something important to notice. Federal Election Commission-Revised explained nearly 18.5 percent of the differences in suicide and 15.8 percent of the differences in elder suicide by itself, because of the influence it had on gun access. When discussing firearm suicide rates, the influence is much greater: 30.5 percent for firearm suicide and 21.9 percent
for elder firearm suicide. This makes it even more salient to take notice of the political action committees’ power in state and federal elections. The comment highlighted previously in the manuscript about the NRA helping George W. Bush become president, is particularly poignant. The political climate on gun laws and subsequently on firearm suicide must be one of the most salient “take home” points of this study. Political influence on firearm suicide rates (through the influence on gun laws) was found to be indirectly powerful for predicting the differences from state to state.

**H5: Economic Climate and Suicide**

Economic climate was hypothesized to have an indirect effect on suicide rates through the influence that poverty has on violence and gun access. Both parts of this hypothesis were supported strongly by the findings. As highlighted earlier, Economic Climate Scale and Elder Economic Climate Scale have direct influence on violence in the respective states. The levels of violence were found to be helpful and significant predictors of suicide, gun suicide, elder suicide, and elder gun suicide. Both the direct and indirect impact of poverty appeared from the data to have a more pronounced influence on firearm suicide and elder firearm suicide than overall suicide and elder suicide, although all those relationships were significant predictors. For example, the direct effect of economic climate on violence was 40.2 percent when the criterion is overall suicide, but 61.2 when it was gun suicide. The indirect effect of economic climate on suicide was 7.5 percent (by itself), because of the influence on levels of violence, whereas the indirect effect was much higher, 18.1 percent, in the area of gun suicide. This difference was not nearly as pronounced among the elder models: 14.8 percent (economic indirect effects on elder suicide) and 19.2 percent (on elder gun suicide).
It was interesting to think about what might have driven these differences in the results. The elder suicide rate was much more heavily influenced by the elder gun rate, partly because of the smaller numbers and partly because there was a dramatic difference in percentages of people who chose guns overall (57 percent) and elders who chose to die by suicide with guns (73 percent) for the year data were collected.

One particular part of this puzzle seemed contradictory: the higher the rates of poverty (not income) the higher the rates of gun suicide. This relationship was direct and positive for gun suicide and elder gun suicide. Because poverty and education are strongly correlated, one explanation could be that those with less education and higher poverty could have less resources for problem solving and coping and that these things could affect the rates of suicide broadly. In future studies, it might be helpful to collect the suicide rates for males, low-income, and low-education separately to disentangle these effects. A word of caution is helpful here, it is important to not commit an ecological fallacy in assuming that increased poverty means the poorest individuals are the ones who killed themselves. The data were aggregate and de-identified, so it is not possible to answer the individual-level question about financial means and the ability a low-income person has to obtain a gun. The conclusion can be drawn, based on the data, that states with less economic opportunity (more poverty, higher rates of functional illiteracy, higher rates of disability, lower rates of high school graduates, and more single-parent households) have higher rates of suicide.

The theoretical literature does not help explain the connection. There are very few studies that examine economic contributors to suicide directly. Most have connected economic variables with other kinds of violence as highlighted earlier (Gastil, 1971; Hackney, 1969; Kowalski, Fauple, & Starr, 1987; Lester, 1989; Loftin
and Hill, 1979; Parker, 1989; Stolzenberg & D’Alessio, 2000). One study examined state-level data using a pooled time-series design to control for effects of time, subdivisions, individual effects, and unexplained variables (Kunce & Anderson, 2002). Several of the variables were similar to the present study (divorce, single-headed households and rates of poverty), but they found the economic variables to have little to no effect on the state suicide rates. The limitation of that study was they only looked at the 15-24 age group (Kunce & Anderson, 2002), so this connection is far from definitive. The lack of economic opportunity and higher rates of suicide appear to be strongly related in the present study and more research is specifically warranted to better understand the effects of economic variables on suicide.

**H₆₋₈: Status Integration, Violence, and Suicide**

Status integration was hypothesized originally to be inversely related to violence, inversely related to suicide (both directly and indirectly via violence or gun access). One of the more important findings of this study was how strongly the economic variables and status integration predictors were related. As highlighted in Chapter V, most of the indicators chosen for status integration have never been tested directly with economic variables in the same study. It is likely that many, if not the majority of the findings on status integration and suicide might be indirectly measuring poverty or some similar predictor. Gender and divorce were included in the model because of the lack of multicollinearity with the other variables in the model. Retirement and disability were so highly correlated that they were included instead with the Economic Climate Scale and Elder Economic Climate Scale (and both were demonstrably helpful to the model in the end). It was surprisingly difficult to find a coherent scale of status integration. Divorce and gender were retained, but there was
not a scale of status integration as originally hypothesized. There was at least a little consolation that other scholars have had similar problems with finding a coherent measure of status (McIntosh et al., 1994; Gibbs, 1964/2001, p. 7).

The findings from the present study were clearly in line with the previous theory about divorce and gender. Both have been well established risk factors both in individual experimental studies and in aggregate cross-sectional designs (Conwell et al., 2002; De Leo et al., 2001; Luoma & Pearson, 2002; Kaprio, Koskenvuo, & Rita, 1987; McIntosh et al., 1994; Travato, 1991). What was particularly significant was the magnitude of these two variables in the theoretical models. Male gender had significant predictive power directly on suicide overall, gun suicide, and elder suicide, but not elder gun suicide. The percentage of males explained 48.7 percent of the differences in suicide rates from state to state and 35.4 percent of the differences in gun suicide rates. The variable explained 34.5 percent of elder suicide rates and only 21.8 percent of elder gun suicide rates (and was not significant). Also, there was not a significant relationship between male gender and violence or gun access, which was a bit of a surprise. States with higher concentrations of men were found to be no more likely to have higher rates of violence or differences in gun legislation from state to state.

Finding increased percentages of males related to increased suicide is not a surprise, since it has been well documented over the year that men tend to complete suicide four times more often than women, but women tend to attempt significantly more often than men. Shenassa, Catlin, and Buca (2003) found men to complete 4.5 times more often than women, which was very similar to the finding in the present study.

The results for divorce involve some puzzling findings. Divorce was found to have a significant effect on gun access. In fact, the variable (divorce) explained 40.7
percent of the differences in gun legislation and had discernable indirect effects on suicide through gun access. The most obvious explanation is measurement issues and misspecification of the model in some way. Another possible explanation could be that divorce and gun access were both tapping an unidentified latent construct, since they are both within the jurisdiction of the legislative and judicial systems. The same legislators who pass gun laws also pass laws pertaining to divorce, so there could be a strong influence on both that was not identified in this study. Another similar possibility could be that both Gun Access Scale-Revised and divorce were tapping a latent cultural or moral construct, which influences people in the state to value liberty more highly than others (divorce being liberating for some)?

The literature does not offer much help in this area, since there have been no published studies comparing divorce and gun laws, or teasing out the experimental predictors of gun ownership after a divorce. Vigdor and Mercy (2001) conducted a study about the impact of laws designed to disarm partners who have been convicted of domestic violence. Because outcome measures for domestic violence are hard to obtain, they used a proxy of domestic homicide. They did find that divorce law was highly related to the future passing of domestic violence law and future passing of restraining order law (Vigdor & James, 2001), but since it was not the focus of the study, there were no discussions about why this occurred. They did conclude, “It is possible that the effect we find for the restraining order laws is a result of some omitted or contemporaneous factor and the result of the restraining order laws” (p. 199). Clearly this is an area which warrants further investigation. Divorce and gun access have a relationship that was too strong to ignore and it certainly piques one’s curiosity about the antecedents of both.
**Hypothesis: Gun Access and Violence**

It was hypothesized initially that gun access and violence climate were directly related to each other and that was only partially true for the present study. Gun access was not significantly related to violence climate, but violence climate was a strong predictor of gun access. For each of the models—suicide, firearm suicide, elder suicide, and elder firearm suicide—violence climate was directly predictive of gun access. In the case of suicide overall, Violence Index 2000 explained 41.8 percent of the differences between state scores on the Gun Access Scale-Revised. Even more significant, was the role it played in gun suicide, elder suicide, and elder gun suicide; each had similar results with around 50 percent of the differences in gun access were explained by the levels of violence in each state. The hypothesized direction was as expected here as well. Gun access was coded as lower scores meaning less control/pro-gun rights. Higher levels of violence were directly related to less regulation and more leniencies with regard to the gun access laws. Rape, robbery, and homicide were individually found to be significant predictors of gun access. As the rates of homicide increased in the states, one could predict a lowering of the Revised Gun Access Scale. In other words, states with higher rates of crime were found to be in the states where the gun laws were more lenient.

The finding of gun access not significantly predicting violence rates was similarly reported in the literature. Kunce and Mercy (2001) reported mixed results in the studies they reviewed and “cautiously concluded” that laws restricting access to firearms by abusers could lead to slight reductions in domestic partner homicides. While this is not exactly the same process as the present study, they stated that the relationship of gun access (restriction) was consistent with slightly reducing the
violence for a select subgroup of people. There were some effects of gun access on violence rates, but the relationship was not significant enough to risk saying this did not happen by chance. The tentative nature of Kunce and Mercy’s research indicates similar results as the present study.

\( H_{10}: \text{Violence and Suicide} \)

The hypothesis testing the relationship of violence and suicide was supported as originally stated. Violence climate was found to be directly, positively related to suicide in the present study. States with higher rates of violence did have significantly higher rates of suicide even when controlling for effects of gender, marital status, poverty, partisanship, and gun access. Directly, violence contributed 9.4 percent of the explanatory power of the model with suicide rates and indirectly, violence helped to explain 14.2 percent (through gun access). These data demonstrated that states with higher rates of violence also had higher rates of suicide and states with lower rates of violence had lower rates of suicide in 2000. Similarly, the direct effects of violence on gun suicide were significant, lending 19.5 percent of the explained variance through direct effects and 27.4 percent through indirect effects (via gun access). The results for elders was similarly powerful; violence climate helped explain 23.9 percent of the differences in elder suicide rates directly and 20.1 percent indirectly (through gun access). Violence was also helpful as a mediator in understanding elder gun suicide. The direct effect of violence on elder gun suicide was 18.8 percent of the explained variance and 14.5 percent of the explained variance indirectly with elder gun suicide. The hypotheses of the direct positive relationship of violence and suicide were strongly supported by these tests and data.
Previous work has not examined violence and suicide in quite the same way and cannot offer much guidance in the way of support or refuting these findings. Some studies have examined suicide and homicide as parallel phenomena (Clarke & Lester, 1989; Cukier, 1998; HELP Network, 2003; Kleck, 2004; United Nations Social & Economic Council, 1997). The study most relevant to the present study is Vigdor & Mercy’s (2003) study of gun laws and the impact they have had on domestic violence. The key independent variable, though, was the gun laws, rather than other kinds of violence as a mediator. They did find that the rates of homicide, other violent crime, and property crimes were strongly correlated with each other, as they were in the present study. It appears that more work is needed in the area of violence and suicide.

$H_{11}$: Gun Access and Suicide

The most significant finding was the strength of the relationship of gun access with suicide. Gun access directly (alone), explained 33.9 percent of the differences in suicide rates, 54.7 percent of the gun suicide rates, 40.5 percent of the elder suicide rates, and 29.2 percent of the elder gun suicide rates. In each model, states with lower scores on the Gun Access Scale-Revised had higher rates of suicide. States with more gun control (higher scores on the Gun Access Scale-Revised) had lower rates of suicide, gun suicide, elder suicide, and elder gun suicide. Also interesting was the finding that around 62 percent of the differences in gun access were explained by divorce rates, percentage of people who voted for the Republican candidate, the rates of violence in each state, and the level of poverty from state to state.

The findings of gun access and suicide can be added to the mixed results of previous research on firearms and suicide. Several studies found that gun rights legislation was not related to increased levels of violence (Kleck, 2004) or associated
with reduced violence (Lott, 1998). Others have found that gun access was associated with higher rates of suicide among youth (Boyd, 1986; Boyd & Moscicki, 1986; Brent, 2001; Joe & Kaplan, 2002), among the general population (Cantor & Baume, 1998; Killias et al., 2001; Wintemute et al., 1999), among men (Cutright & Fernquist, 2000; Duggan, 2003; Joe & Kaplan, 2002; Romero & Wintemute, 2002), among women (Kaplan et al., 1998; Miller et al., 2002) and among elders (Conwell et al., 2002; Shenassa, Catlin, & Buca, 2003). Studies of gun legislation and suicide have also found a strong effect on more lenient gun laws and higher rates of suicide among the general population (Cantor & Slater, 1995; United Nations Economic and Social Council, 1997), among men (Cukier, Sarkar, & Quigley, 2000), and among youth (Sloan, Rivara, Reay, Ferris, & Kellerman, 1990). Studies have also found no effect of gun laws on violence (Christie, 1999; Hahn et al., 2003; Kleck, 2004; Vigor & Mercy, 2003). The present study adds to the literature that supports gun control legislation as a means to reduce the suicide rate, firearm suicide rate, elder suicide rate, and elder gun suicide rate.

\(H_{12}: \text{The Theoretical Model and Suicide}\)

Finally, the hypothesis of the full models fitting the data well was strongly supported. The fit statistics all pointed to well-fitting models and were well within range for the recommended thresholds. The inadequacy of the sample size was expected and unavoidable, given the number of states in the US. The preponderance of evidence for the other fit statistics, suggests that the models were still well-fitting for the data, despite the small sample size. The most important contributors to the overall model were gun access, divorce, and male. These three variables explained 75.4 percent of the differences in suicide (out of 76.2 percent of the total variance explained.
with all the variables), 74.2 percent of the differences in gun suicide (out of 76.8 percent), 51.0 percent of the differences in elder suicide rates (out of 56.1 percent), and 52.5 percent of the differences in elder gun suicide rates (out of 53.4 total percent explained). Clearly, the three most important variables for the overall models were divorce rates, male gender, and gun access.

As previously highlighted, the literature does not offer much direction with regard to the full models and similarities or differences from previous findings. Other researchers have not simultaneously focused on political, economic, status, violence, and gun access variables in previous work. The nearest example of a comprehensive model of elder suicide was completed by Rogers, Lewis, and Oney (2003). This model of elder suicide approached prediction from a psychological standpoint, had a large sample, employed highly reliable instruments for depression and anxiety, but the model did not include gun access measurement. Another limitation was that the assisted-living sample (N=350) they studied was 75.4 percent female, which does not adequately represent elders generally or those most at risk of elder suicide—men. Unfortunately, the data did not fit the theoretical model and were not particularly helpful in predicting suicide among older adults (J. Rogers, personal communication, April, 23, 2003).

**Limitations**

This study, as any research, had some limitations that need to be stated. The present study used state-level aggregate data and statistics that are based on experimental theory. The study used the data collected by others, mostly Federal sources, that were collected by someone else and as such, much of the quality was not within the researcher’s control. The design of the study was aimed toward using population based data in the hopes of generalizability. The problem with this lack of
control, is that the variables can be under the influence of multiple confounding latent mediators that were not observable. Another limitation was the fact that the models were not as helpful for explaining elder suicide and elder gun suicide. The predictive models were much more useful for overall suicide rates and firearm suicide rates. Clearly, much more work is needed in the area of elder firearm suicides. Another limitation is the reliance on legal channels for measuring gun access. There are many more illegitimate ways to obtain firearms and that is an area of much needed work.

Several important factors learned through this dissertation can help future researchers in the areas of gerontology and suicidology. The measures of economic climate were highly related to the status integration measures chosen and future work would be helpful in learning more about why this is true and how much of the previous work in both of these areas is confounded by the measurement of one or the other. Also, the small sample was clearly a problem with the present study. Future work is suggested using PLS estimation for these data. While the data were a good fit for the model, some of the more elegant statistical properties of SEM were not possible, simply because of sample size. The study did have many key findings that could be helpful for direction in future studies. It is important to understand that there are some important implications learned from this study which could be immediately useful for theory development, prevention programs, and practice.

Implications

Comprehensive theory development

The present study is important for several key reasons. First, comprehensive theory development is necessary to address the complex issue of firearm suicide in the United States. The increasing number of elders who die by suicide has pressing
implications for practice, policy-making, education and research. Social workers are trained to think systemically, to work with people in their environment, to research multilevel social problems, and to advocate for people whose needs are not getting met by the larger society. Elder firearm suicide is a strong example of a preventable public health issue facing our society. For example, many older adults attempt suicide in Indiana because they are lonely or physically declining (Shen, 2002) and this is likely due to the lack of services and suicide prevention programs in the state. Firearm access is a policy issue that can also be addressed by social workers. Research demonstrates that restricting means significantly reduces the rates of suicide. “Evidence from many countries and cultures shows that limiting access to lethal means of self-harm may be an effective strategy to prevent self-destructive behaviors” (National Mental Health Information Center, 2003, p. 3). While there are many programs aimed at preventing youth suicide (Jenkins & Kovess, 2002; Lester & Yang, 1994; O’Connor, Sheehy, & O’Connor, 1999), there are few programs geared toward preventing suicide among the oldest group (McIntosh et al., 1994). This study contributes to the theoretical knowledge base by adding a comprehensive framework of analysis and a predictive model useful for prevention.
International prevention context

A second reason this present study is significant is that the international suicide prevention context is ripe for change and exposure of the problem through research is the first step in reducing and preventing suicide. Several international efforts have been developed to research, design, and implement social policy in order to reduce the public health problem leading to so many suicide fatalities. Several countries have developed national and international prevention projects. The Office for National Statistics’ national database of deaths from drug poisoning and overdose in England and Wales (Shah, Uren, Baker, & Majeed, 2002) and the Prevention of Suicide publication (Department of Health, UK, 1994) are two such examples. Finland also has a national prevention effort aptly titled, The National Suicide Prevention Project (Aro & Henriksson, 1995) with a goal of reducing the number of suicides in the country by 20 percent in the next 10 years. This is important for firearm suicide research because Finland’s suicide rates are among the highest in the world, reaching approximately 44.9 deaths per 100,000 residents in 1993 and half of Finnish households own guns (Cukier, 1998). Australia has a similar project, the National Plan for Suicide Prevention Project, with a goal of reducing the suicide rate by 15 percent over 20 years (Snowdon & Baume, 2002). The United Nations (2003) has outlined critical arenas in the area of aging population research, including: social participation and integration, macro-societal change and development, healthy ageing, physical and mental functioning, and policy process evaluation. These research areas have not been widely emphasized in the US, but there have been important developments internationally that can inform US efforts.
US prevention context

The third reason the present study is important, is that the United States may becoming ready for changes in the methods of prevention. The former Surgeon General, Dr. David Satcher called suicide a “major public health problem” (US Public Health Service, 1999) and designed an initiative with 11 goals and 68 objectives designed to create ‘cultural change’ in the US regarding suicide. The National Strategy is the largest US attempt to formulate policy on this issue. The National Strategy has led to the allocation of new resources for program development, research, and education on the issue of suicide prevention. Epidemiologic data indicate that not only are elders at the highest risk for suicide, but their risk profile differs from younger groups. Continued research is needed in order to better understand where and how elders obtain their weapons and how to best reach them before the point of gun suicide. It would also be helpful to conduct large, experimental studies that could separate the interactive effects of gun policy and prevention programs on suicide rates.

The fourth reason this study was needed is because there has been so little research on the ways that the gun culture, gun policy, and gun access has affected the suicide rates among elders, the firearm suicide rates among the general population, and overall suicide rates. The HELP network, a grassroots advocacy organization directed at reducing gun violence in the United States has stated that our acceptance of gun violence has passed the stage of “epidemic” proportions and we are now experiencing an “endemic” phenomenon of gun violence in our lives. The press release was made shortly after the release of the 2002 mortality data in which HELP stated, “Endemic disease is always present in an area: diseases are epidemic when they are rising well above historic levels” (HELP Network, 2005, p. 1). The US culture values an
individual’s right to bear arms despite significant evidence of increased rates of collective violence. One bi-product of a high firearm death rate is that around 80 people die from firearm injuries per day, including 46 gun suicides and 11 elder gun suicides (CDC, 2002; Gun Control Network, 2003).

The US has a serious problem with suicide and other forms of violence, but researchers, policymakers, and advocates (both for gun rights and gun control) differ in the best approach for reducing this violence. Some argue that increased gun ownership reduces crime (Lott, 1998) and that previous research about guns and crime was not credible (Kleck, 2004). Others argue that the US’s irresponsible gun policies not only affect violence within the United States, but around the world through legal and illegal trafficking from the US to other countries (Cukier, Sarkar, & Quigley, 2000).

**Summary**

Comprehensive, theory-building research is the first step toward developing adequate gun policies and suicide prevention programs. Through a deeper understanding of the ways our gun culture influences violent self-harm, we can outline evidence-based practice, design protective policies, and design adequate prevention programs. Comprehensive, multi-systemic research can best inform social work practice as well as the interdisciplinary fields of gerontology and suicidology. Our commitment to social justice and non-violence should extend further than our proverbial backyard, because social research has the potential to improve the quality of life for elder clients across the globe through evidence-based policy making and advocacy. Van Wormer (1997) maintains that the social work profession’s commitment to social justice, coupled with international policy knowledge and skills can produce leaders in the US and other countries who will help the world’s people work for justice and non-violence.
The sociological autopsy approach can provide much-needed evidence to inform decision-making, advocacy, policy making, practice, and education in the United States and other countries, which are all facing the alarming issue of elder suicide.
APPENDIX A: Suicide & Depression Assessment Instruments

Beck Depression Inventory (BDI; Beck, Ward, Mendleson, Mock, & Erbaugh, 1961)
Brief Symptom Inventory (BSI; Scocco & De Leo, 2002)
Center for Epidemiological Studies Depression Scale (CES-D; Radloff, 1977)
Geriatric Depression Scale (GDS; Brink, Yesavage, Lum, Heersema, Adey, & Rose, 1982; Yesavage, Brink, Rose, Lum, Huang, Adey, & Leirer, 1983)
Hamilton Rating Scale for Depression (Ham-D; Hamilton, 1960)
Hopelessness Scale (HS; Beck, Weissman, Lester, & Trexler, 1974)
Millon Clinical Multiaxial Inventory I & MCII-II (MCMI; Lall, Bongar, Johnson, Jain, & Mittauer, 2000; Millon, 1982, 1987)
Reasons for Living Inventory (RFL; Linehan, Goodstein, Nielsen, & Chiles, 1983)
Reasons for Living Inventory-Older Adult (RFL-OA; Edlestein, McKee, & Martin, 1999)
Risk of Suicide Questionnaire (Horowitz, Wang, Koocher, Burr, Fallon Smith, Klavon, & Cleary, 2001)
Scale for Suicidal Ideation (SSI; Beck, Kovacs, & Weissman, 1979)
Semantic Differential Scale-Attitudes towards Suicidal Behavior (SEDAS; Jenner & Neising, 2000)
Short Geriatric Depression Scale (GDS-S; Almeida & Almeida, 1999)
Suicide Assessment Checklist (SAC; Rogers & Alexander, 1994)
Suicidal Attitude Scale (SUIATT; Jenner & Neising, 2000)
Suicidal Intent Scale (SIS; Beck, Resnick, & Lettieri, 1978)
Suicidal Ideation Screening Questionnaire (SIS-Q, Cooper-Patrick, Crum, & Ford)
Suicide Ideation Questionnaire (SIQ; Beck, Kovacs, & Weissman, 1979; Gutierrez et al., 2000; Heisel, Flett, Besser, 2002; Horowitz et al., 2001)
Suicide Opinion Scale (SOS; Jenner & Niesing, 2000)
APPENDIX B

GRADING CRITERIA FOR Gun Access Scale

Juvenile Possession and Sale/Transfer

Whether it is legal for a juvenile to possess a firearm without parental permission or supervision?

<table>
<thead>
<tr>
<th>Grade</th>
<th>Age Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>A+</td>
<td>21 for all firearms</td>
</tr>
<tr>
<td>A</td>
<td>21 for handguns, 18 for long guns</td>
</tr>
<tr>
<td>A-</td>
<td>18 for all firearms</td>
</tr>
<tr>
<td></td>
<td>21 for handguns, 16 for long guns</td>
</tr>
<tr>
<td>B+</td>
<td>18 for handguns, 16 for long guns</td>
</tr>
<tr>
<td>B</td>
<td>21 for handguns, no age for long guns</td>
</tr>
<tr>
<td>B-</td>
<td>18 for handguns, under 16 or no age for long guns</td>
</tr>
<tr>
<td>C</td>
<td>16 for all firearms</td>
</tr>
<tr>
<td>D</td>
<td>16 for handguns</td>
</tr>
<tr>
<td>F</td>
<td>None</td>
</tr>
</tbody>
</table>

Juvenile Sale/Transfer

Whether it is legal for a juvenile to own a firearm without parental permission or supervision?

<table>
<thead>
<tr>
<th>Grade</th>
<th>Age Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>A+</td>
<td>21 for all firearms</td>
</tr>
<tr>
<td>A</td>
<td>21 for handguns, 18 for long guns</td>
</tr>
<tr>
<td>A-</td>
<td>18 for all firearms</td>
</tr>
<tr>
<td></td>
<td>21 for handguns, 16 for long guns</td>
</tr>
<tr>
<td>B+</td>
<td>18 for handguns, 16 for long guns</td>
</tr>
<tr>
<td>B</td>
<td>21 for handguns, no age for long guns</td>
</tr>
<tr>
<td>B-</td>
<td>18 for handguns, under 16 or no age for long guns</td>
</tr>
<tr>
<td>C</td>
<td>16 for all firearms</td>
</tr>
<tr>
<td>D</td>
<td>16 for handguns</td>
</tr>
<tr>
<td>F</td>
<td>None</td>
</tr>
</tbody>
</table>

Child Access Prevention (CAP)

Whether adults are required to store their firearms responsibly and out of the reach of children and whether there are penalties for leaving guns accessible to children?

<table>
<thead>
<tr>
<th>Grade</th>
<th>Age Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>18, good penalties</td>
</tr>
<tr>
<td>A-</td>
<td>17, good penalties</td>
</tr>
<tr>
<td>B+</td>
<td>16, good penalties</td>
</tr>
<tr>
<td>B</td>
<td>15, good penalties</td>
</tr>
<tr>
<td>B-</td>
<td>14, good penalties</td>
</tr>
<tr>
<td>C</td>
<td>14, good penalties</td>
</tr>
<tr>
<td>D</td>
<td>14, good penalties</td>
</tr>
<tr>
<td>F</td>
<td>None</td>
</tr>
</tbody>
</table>

---

4 This scale was adapted from the Brady Campaign’s state report cards, 2001.
Locks/Design Standards (CSL)

Whether guns must be sold with child-safety locks (CSL) and/or include safety design features such as load indicators, magazine safety disconnects and restrictions on Saturday Night Special (SNS) "junk" guns?

<table>
<thead>
<tr>
<th>Grade</th>
<th>Score</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4.0</td>
<td>Personalized guns, load indicators, magazine disconnects, SNS limits</td>
</tr>
<tr>
<td>A-</td>
<td>3.7</td>
<td>CSL, load indicators, magazine disconnects, SNS</td>
</tr>
<tr>
<td>B+</td>
<td>3.3</td>
<td>State/Police approved CSL for all firearms and some others of above</td>
</tr>
<tr>
<td>B</td>
<td>3.0</td>
<td>State/Police approved CSL for all firearms or strong SNS or strong others</td>
</tr>
<tr>
<td>B-</td>
<td>2.7</td>
<td>State/Police approved CSL but only for handguns</td>
</tr>
<tr>
<td>C+</td>
<td>2.0</td>
<td>Basic CSL or basic SNS (like melting test)</td>
</tr>
<tr>
<td>C</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>0.0</td>
<td>none</td>
</tr>
</tbody>
</table>

Carrying Concealed Weapons (CCW)

Whether individuals are allowed to carry loaded concealed guns and whether the police are forced to issue concealed carry permits or have some discretion to limit the carrying of concealed weapons in public?

<table>
<thead>
<tr>
<th>Grade</th>
<th>Score</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4.0</td>
<td>no carrying allowed</td>
</tr>
<tr>
<td>A-</td>
<td>3.7</td>
<td></td>
</tr>
<tr>
<td>B+</td>
<td>3.3</td>
<td>may issue with strong training, good limits, no reciprocity, 21 years old, good background check</td>
</tr>
<tr>
<td>B</td>
<td>3.0</td>
<td>may issue with training but weaker checks or standards, no reciprocity</td>
</tr>
<tr>
<td>B-</td>
<td>2.7</td>
<td>may issue with no training or poor limits</td>
</tr>
<tr>
<td>C</td>
<td>2.3</td>
<td>may issue, but no permit required in vehicles or reciprocity</td>
</tr>
<tr>
<td>C-</td>
<td>1.7</td>
<td>shall issue with training requirements, limits on where to carry, no reciprocity</td>
</tr>
<tr>
<td>D</td>
<td>1.0</td>
<td>shall issue with either no training or reciprocity</td>
</tr>
<tr>
<td>D-</td>
<td>.70</td>
<td>shall issue with no training and reciprocity or age 18</td>
</tr>
<tr>
<td>F</td>
<td>0.0</td>
<td>no permit needed to carry, or shall issue with no training, reciprocity and age 18</td>
</tr>
</tbody>
</table>

Preemption/Attorneys General Regulations

Whether the state has made it illegal for cities to enact stricter gun laws than exist in the state and whether the state attorneys general can pass rules for consumer safety without formal legislation?

<table>
<thead>
<tr>
<th>Grade</th>
<th>Score</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4.0</td>
<td>no limits passed, attorney general can regulate</td>
</tr>
<tr>
<td>A-</td>
<td>3.7</td>
<td>no limits passed, no attorney general powers</td>
</tr>
<tr>
<td>B+</td>
<td>3.3</td>
<td>minimal limits, attorney general can regulate</td>
</tr>
<tr>
<td>B</td>
<td>3.0</td>
<td>minimal limits</td>
</tr>
<tr>
<td>B-</td>
<td>2.7</td>
<td>minimal limits, no attorney general powers</td>
</tr>
<tr>
<td>C+</td>
<td>2.3</td>
<td>moderate limits, attorney general can regulate</td>
</tr>
<tr>
<td>C</td>
<td>2.3</td>
<td>moderate limits</td>
</tr>
<tr>
<td>C-</td>
<td>1.7</td>
<td>moderate limits, no attorney general powers</td>
</tr>
</tbody>
</table>
D+ (1.3) preemption that was not retroactive or severe limits on city powers, attorney general can regulate
D (1.0) preemption that was not retroactive or severe limits on city powers
D- (.70) preemption that was not retroactive or severe limits on city powers, no attorney general powers
F (0.0) full preemption, no attorney general powers

Secondary Sales & Police Record Keeping

*Whether there are regulations of gun sales by other than a Federally licensed gun dealer (gun shows or through the classified ads) and the background checks for secondary sales?*

<table>
<thead>
<tr>
<th>Grade</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (4.0)</td>
<td>all secondary sales have background check &amp; waiting period, police maintain records of all gun sales, partial registration at the police department</td>
</tr>
<tr>
<td>A- (3.7)</td>
<td>all secondary sales have background check &amp; waiting period, police maintain records, not registered with the police</td>
</tr>
<tr>
<td>B+ (3.3)</td>
<td>all secondary sales of handguns have background checks &amp; waiting periods, police keep records &amp; have partial registration with the police</td>
</tr>
<tr>
<td>B (3.0)</td>
<td>all secondary sales of handguns have background checks &amp; waiting periods, police keep records, not registered with the police</td>
</tr>
<tr>
<td>B- (2.7)</td>
<td>all secondary sales of handguns have background checks &amp; waiting periods, police keep records &amp; have partial registration with the police</td>
</tr>
<tr>
<td>C+ (2.3)</td>
<td>gun show loophole closed (cannot buy guns through the classified ads), police keep records, have partial registration with the police</td>
</tr>
<tr>
<td>C (2.0)</td>
<td>gun show loophole closed (cannot buy guns through the classified ads), police keep records, have partial registration with the police</td>
</tr>
<tr>
<td>C- (2.0)</td>
<td>gun show loophole closed (cannot buy guns through the classified ads), do not keep police records, not registered with the police</td>
</tr>
<tr>
<td>D (1.0)</td>
<td>can buy guns through the classified ads</td>
</tr>
<tr>
<td>F (0.0)</td>
<td>none</td>
</tr>
</tbody>
</table>

Background Checks & Waiting Periods

*Whether there are regulations of gun sales by Federally licensed gun dealers and background checks for gun sales?*

<table>
<thead>
<tr>
<th>Grade</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (4.0)</td>
<td>must have permits for handguns &amp; long guns, must have waiting period for handguns &amp; long guns, must have state background check for handguns &amp; long guns</td>
</tr>
<tr>
<td>A- (3.7)</td>
<td>must have permits for handguns &amp; long guns, must have waiting period for handguns &amp; long guns, Federal background check for handguns &amp; long guns</td>
</tr>
<tr>
<td>B+ (3.3)</td>
<td>must have permits for handguns, must have waiting period for handguns, must have state background check for handguns &amp; long guns</td>
</tr>
<tr>
<td>B (3.0)</td>
<td>must have permits for handguns or must have waiting period for handguns, must have state background check for handguns</td>
</tr>
<tr>
<td>B- (2.7)</td>
<td>must have waiting period for handguns, must have state background check for handguns</td>
</tr>
</tbody>
</table>
C+ (2.3) must have waiting period for handguns, must have either state or Federal background check
D+ (1.3) must have state background check on handguns
D (1.0) must have Federal checks on handguns
F (1.0) Federal checks only, no permits, no waiting periods
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