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ABSTRACT

Hua, Muchuan Ph.D., Purdue University, December 2019. Optical Refrigeration on
CdSe/CdS Quantum Dots. Major Professor: Ricardo S. Decca.

Optical refrigeration in quantum dots was carried out in this research. Zinc-blende

crystalline CdSe/CdS (core/shell structure) QDs were used as the cooling substance

using a novel synthesis method recently developed by Peng’s group [1,2]. The method

can provide a complete surface passivation for the QDs, leading to unitary photolumi-

nescence quantum yield, which is an important criterion for realizing OR. A modified

synthesis procedure was implemented in our lab to produce QD samples for the OR

experiment. Phonon-assisted up-conversion photoluminescence driven by sub-band

gap laser excitation was utilized as the cooling mechanism in the QD samples. A net

cooling efficiency was predicted within a range of the laser excitation energy, even

after taking into account possible parasitic heating processes. To observe the cooling

effect, the experiment was carried out in a thermally isolated environment, which tem-

perature was also monitored. By using an optical thermometry technique developed

for this research, a maximum temperature drop of 0.68± 0.07 K was observed in the

experiment. This development paves the way to use QDs’ cooling in new industrial

and fundamental research approaches.
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1. INTRODUCTION

1.1 History and background of optical refrigeration

Optical refrigeration (OR) is a technique to remove heat (cooling) from a system by

using light, providing a non-contact temperature control method. The most famous

implementation is atom cooling by Doppler effect, known as Doppler cooling [3],

which is an effective method to achieve Bose-Einstein condensation in neutral atom

systems. The related research was rewarded by Physics Noble Prizes in 1997 and

2001 [3,4]. The idea of applying OR in solids was first proposed by German physicist

Peter Pringsheim [5] in 1929 1. He noticed that thermal vibration energy of solids

can be potentially removed by spontaneous up-conversion photoluminescence (UCPL,

also known as anti-Stokes photoluminescence) processes when the excitation light has

energy εex lower than the mean luminescent energy ε̄em. However, in 1945, Vavilov

initiated the discussion about the compatibility between OR and the second law of

thermodynamics [6]. In his argument, he stated if OR processes can be achieved

in a system, then such system could potentially become self-contained by recycling

the energy of the emitted light, which contradicts the second law of thermodynamics.

Pringsheim stated that the entropy of the emitted light is much higher than the one of

the incident light (the incident light is monochromatic and uni-directional), therefore,

the total entropy of the system increases during the process, and the second law

holds. A more comprehensive statement was given by Landau in 1946 [7], in which he

concluded that the entropy of either monochromatic or uni-directional light is zero. He

also introduced the effective temperature of light (defined as the temperature required

by a black body to radiate the same intensity at the light’s energy) to calculate the

1Pringsheim is referred by other researchers as the first person who introduced the theory of OR in
solids. The original paper was written in German, and no English version has been found. Hence,
the author has not read the paper
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Figure 1.1. Thermodynamic scheme of optical refrigeration system.
T denotes the temperature of the material. Qin: heat received by the
heat engine from the hot reservoir, Qh

out: heat exhausted from the
heat energy, QT: heat extracted by the refrigerator from the cooling
substance, Qr

out: heat exhausted from the refrigerator, W : the work
generated by the heat engine.

thermal dynamic limitation of OR. Typically the temperature of incident light source

Tp is much higher than the temperature of photoluminescence (PL) light, Tf. Within

these parameters, the thermodynamic scheme of OR can be understood with the

schematic plot shown in Fig 1.1. OR is constructed with a heat engine, a refrigerator,

a hot reservoir, and a cold reservoir and the cooling substance [8]. In such system,

the hot reservoir is connected to the heat engine, driving the heat engine to produce

work W , which is used by the refrigerator to remove heat from the cooling substance.

Both the heat engine and the refrigerator exhaust heat into the cold reservoir. For the

case of OR in solids, the hot reservoir is the excitation light with a very high effective

temperature Tp, while the heat engine, refrigerator, and the cooling substance are the
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same objects, the cooling material. The heat is exhausted in the form of PL light

with a relatively low effective temperature Tf, where T < Tf < TP. The coefficient of

performance κ can be defined as

κ =
Tp − Tf

Tp

T

Tf − T
. (1.1)

Here Tp−Tf

Tp
denotes the Carnot’s efficiency of the heat engine. T

Tf−T
is determined by

the intrinsic properties of the cooling material, which are more or less fixed. Thus, for

a given system, when Tp →∞, κ approaches the ideal value T
Tf−T

, which is the case of

an ideal laser [7] (besides its monochromaticity and uni-directional nature, coherence

of laser leads to an almost zero entropy with an infinite effective temperature).

For pedagogical reasons, OR process can be described by a three-level system (non-

degenerate) shown in Fig. 1.2. Here, Ng, N1 and N2 are defined as the population

densities of the levels. When monochromatically exciting level 1 from the ground

state, N2 is non-zero since level 1 and 2 thermalize at the material’s temperature T ,

following a Boltzmann distribution

N2

N1

= e−ε12/kBT , (1.2)

where, kB denotes the Boltzmann constant and ε12 is the energy difference between

levels 1 and 2. Therefore, when a transition from level 2 to the ground state occurrs,

cooling is achieved. By defining κ as the ratio of energy removed from the system

over the heat been input into the system, for each cooling cycle,

κ =
εem − εex

εex

. (1.3)

Where εex and εem denote the excitation energy, the energy of level 1 and the emis-

sion energy, the energy of level 2 respectively (consider the energy of the ground is

zero). To show Eq. 1.1 and 1.3 are identical, the effective temperature Tp of the

excitation laser and the effective temperature Tf of the emission light are introduced.

By assuming the transition between the ground state and level 1 is optically allowed

with an infinite narrow linewidth, the ground state and level 1 are thermalized with
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Figure 1.2. Optical refrigeration process in a three-level system. The
energy up-conversion in the emission is achieved by monochromatic
excitation of the lower excited state, level 1, leading to a non-zero
population of level 2 due to thermalization. Here the spontaneous
emission from level 1 is ignored to show an optimal cooling effect.

temperature Tp. And the population ratio between level 1 and the ground state is

given by
N1

Ng

= e−εex/kBTp . (1.4)

Similarly,
N2

Ng

= e−εem/kBTf . (1.5)

According to Eq. 1.2, 1.4 and 1.5,

εem

εex

=
Tf

Tp

(Tp − T )

(Tf − T )
. (1.6)

Eq. 1.1 is derived by substituting Eq. 1.6 into Eq. 1.3, therefore, the two configura-

tions are consistent.

In real systems, the work created by the incident light will not be fully utilized

by the cooling process. Non-radiative processes, such as phonon emissions and back-

ground absorption could potentially cause heating effects, preventing cooling from

being observed. On the other hand, the maximum cooling efficiency is governed by

kBT
εex

which is typically small, around 2% for visible light [9]. Therefore, a light source



5

with perfect monochromaticity and almost zero divergence is required to maximize

cooling efficiency. In fact, OR in any material was not achieved until the development

of the laser (historically, maser [10]).

The first implementation of OR in solids was done by Epstein et al. in 1995 [11]. A

0.3 K temperature decrease was observed in Yb3+ doped glass under laser excitation.

A schematic of the OR process in this system is shown in Figure 1.3, where laser light

Figure 1.3. Scheme of optical refrigeration processes in Yb3+ doped glass.

with the lowest allowed excitation energy was sent into the system, and the excited

electron gained extra energy by absorbing thermal vibration energy. Therefore, when

the electron decayed radiatively, the energy of the emitted photon εem was higher than

εex, removing heat from the system. After Epstein et al.’s success, many attempts

were carried out and succeeded with rare-earth-ion doped systems [12–20]. The most

impressive work among them was carried out by Seletskiy in 2009 [21], where a

cryogenic temperature of 155 K was achieved (starting from room temperature) in

Yb3+ doped LiYF4 crystal.

No implementation was successful in any other systems until 2012, when CdS

nanobelts were cooled down by 40 K with laser excitation by Jun Zhang et al. [22].

This was the first time OR was achieved in semiconducting nanomaterials. The au-

thors pointed out that excitons and longitudinal optical phonons (LOPs) are strongly

coupled in CdS nanobelts, leading to multi LOPs resonant annihilation in UCPL re-
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moving more than an εlop for each cooling cycle, where εlop is the energy of a single

LOP. Thus a much larger cooling effect is observed in CdS nanobelts, which should

be also applicable in other II-VI semiconducting nanomaterials. Their results showed

the possibility of OR in other semiconducting nanomaterials, inspiring our research

based on realizing OR in semiconducting quantum dots (QDs).

Semiconducting QDs are well known for their optical properties [23], i. e. quan-

tization of the absorption spectra and size-tunable energy band gap among others.

These phenomena allow wide applications of semiconducting QDs in light emitting

and photovoltaic devices [24–26]. Realizing OR in QDs would provide a non-contact

cooling technique for existing QD devices. Furthermore, providing cooling materials

with tunable absorption and emission energy would significantly broaden the possible

light sources for OR application. Besides being a natural extension to the work done

in CdS nanobelts, QDs would provide a much more versatile platform for OR, such as

suspensions in a solid matrix. In our research, CdSe/CdS (core/shell) QDs have been

selected as the active components to look for QD based OR. Their emission spec-

tra cover the entire visible range, allowing, in principle, realizing OR under sunlight

(requires proper filters to create quasi-monochromatic light).

1.2 Criteria of optical refrigeration in solids

From an energy point of view, a net up-conversion in the PL mean emission energy

is required for a system to achieve OR. For example, in neutral atoms gas systems

and CO2 gas system [27], the energy up-conversion is achieved by Doppler effect and

molecular collisions respectively.

In a solid system, the source of the energy up-conversion originates from thermal

vibration modes (i. e. phonons in systems with translational invariance). Therefore,

for OR in a solid system to be possible, phonons must be coupled to the PL processes.

However, the coupling strength of creating or annihilating a phonon is identical,

while creation processes are thermodynamically much more favored, producing energy
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down-conversion PL (DCPL), which is a heating process. This fact requires the

system to have a discontinuity in its electronic energy structure, in other words, a

gap between the ground and excited states. Therefore, by monochromatically exciting

electrons to the edge of the excited states or band, DCPL processes are prohibited due

to the lack of available states. Excitons may also recombine purely non-radiatively

through the creation of phonons, in which all absorbed photon energy would be

transferred into heat. To eliminate such non-radiative decay processes, the energy

gap needs to be much larger than the cut-off energy of the phonons (only higher

order processes are energetically allowed, which are much less likely to occur). On the

other hand, if the excitonic non-radiative decay rate is not zero, the re-absorption of

emitted photons will statistically increase the probability of excitons recombining non-

radiatively, leading to a net heating effect. Meanwhile, if the photon being absorbed

was emitted through the energy up-conversion process, which energy is higher than the

excitation energy, the condition of lack of available states no longer holds, leading to a

redshift in the emission spectra, reducing the cooling effect. Therefore, the geometry

of the system needs to be tailored to minimize re-absorption. Consequently, the

thermal energy removed from the system by each OR process would be very limited

comparing to the excitation energy, further requiring the elimination of excitonic

non-radiative decay processes.

PL quantum yield (QY) η is introduced to describe the likelihood of an exciton

to decay radiatively, which is defined as the ratio of the number of photons emitted

over the number of the photons absorbed by the system. So, η → 1 is crucial for

a material to achieve OR. A well-known system satisfying such criterion is the rare-

earth-ion doped glass mentioned in section 1.1. In such system, the active component,

rare-earth-ions, is poorly coupled to the phonons modes in the glass substrate [17],

prohibiting non-radiative decay processes. On the other hand, since most of the

cooling substance is made of an inactive component, the glass matrix, background

absorption becomes an important heating mechanism. Therefore, the matrix material
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needs to be transparent to the excitation light, with negligible defect concentration,

perfect uniformity and purity.

As a conclusion, the criteria of achieving OR in a system are: very high quantum

yield (almost unity), energy up-conversion and negligible background absorption.

Quantitative evaluation of the possibility of realizing OR in solids can be done by

calculating the cooling efficiency ηc. Here ηc is defined as

ηc =
Pc

Pin

, (1.7)

where Pc denotes the net optical power removed from the system (bear in mind, it

could be negative), and Pin denotes the total optical power absorbed by the system

(light scattering is not considered, as it introduces no net energy exchange with the

system). These two values are directly related to the excitonic population N . Under

optical excitation, the rate of change of N is given by [17]

dN

dt
=
αI

εex

− knrN − krN + (1− ηes)krN,

where α and I are the absorption coefficient and the intensity of the excitation light

respectively (laser spectra can be considered monochromatic when compared to the

PL signal width), knr is the nonradiative decay rate (including Auger processes, in

which carriers are ionized by multi-photon absorption, a non-linear processe); kr is

the radiative decay rate and ηes is the luminescence escape efficiency. α, kr and knr are

εex, N and temperature dependent. It is important to point out that ηes is averaged

over the entire PL spectrum. The term (1−ηes)krN represents the net re-absorption,

giving an effective radiative decay rate of ηeskrN . Accordingly,

Pin = (α + αb)I, (1.8)

where, αb is the background absorption rate, and

Pc = ηeskrNεem − αI. (1.9)

In steady state, dN
dt

= 0, the total excitonic decay rate is equal to the total photon

absorption rate (not including the back ground absorption),

αI

εex

= (knr + ηeskr)N.
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Thus, the effective quantum efficiency for light emission ηeff can be defined as the

effective total radiative decay rate over the total excitonic decay rate

ηeff =
ηeskr

(knr + ηeskr)
. (1.10)

According to Eq. 1.7, 1.8, 1.9 and 1.10,

ηc = ηeff
1

(1 + αb/α)

ε̄em

εex

− 1. (1.11)

Here ε̄em is the PL mean emission energy. To realize OR, ηc must be positive, requiring

the values of ηeff, 1
1+αb/α

and ε̄em

εex
to be as large as possible. In an ideal system, where

η approaches unity, or knr → 0, ηeff ≈ η → 1. 1
1+αb/α

reaches unity when αb → 0.

Therefore, ε̄em

εex
must be larger than one. However as mentioned earlier in this section,

if ε̄em

εex
is too large, it favors the non-radiative decay processes, leading to a smaller ηeff

value. The optimized condition is determined by the competing result between ηeff

and ε̄em

εex
.

In semiconducting materials, their QY is typically not perfect due to the excitonic

non-radiative decay paths introduced by bulk and surface defects [28], while strong re-

absorption in semiconducting materials makes the situation even worse. An advantage

of using semiconducting QDs is that the re-absorption processes are suppressed as

the QDs’ size is typically much smaller than the depletion depth for the excitation

light. On the other hand, the energy gap between their conduction and valence bands

provides the possibility of achieving up-conversion in the PL mean emission energy.

Semiconducting materials also provide a much higher density (larger PL cross-section)

of active component compared to the rare-earth-ion systems, potentially producing

a much higher cooling power. Therefore, seeking powerful cooling mechanism and

perfecting PL QY, requires a deep understanding of the materials’ physical properties

and its connection with synthesis procedures.
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1.3 Semiconducting quantum dots

The basic physics of semiconducting QDs can be understood by the “particle-in-

a-box” model, where a QD is considered as a box with infinite potential walls at its

boundary. When a particle is trapped inside a box and its natural length scale is

comparable to the box’s size, it experiences strong spatial confinement, leading to

discrete energy states. In semiconducting materials, a properly tuned excitation can

promote an electron into the conduction band, leaving a hole in the valence band.

This electron and hole pair, also known as an exciton, can be treated as a hydrogen-

like particle. Therefore, its spatial length scale can be characterized by its excitonic

Bohr-radius rb. Using the effective-mass approximation [29],

rb =
m0

m∗
ra. (1.12)

Here ra is the Bohr radius for hydrogen atoms, m0 is the mass of a free electron and

m∗ is the reduced effective-mass of the exciton, defined as [30]

m∗ =
m∗em

∗
h

m∗e +m∗h
. (1.13)

Where m∗e and m∗h denote the effective-mass of the electron and hole in the material

respectively. Hence, when the size of the QD is smaller than the excitonic Bohr-

radius, the exciton experiences strong spatial confinement. As shown in figure 1.4,

the allowed energy states for electron and hole in the conduction and valence band

respectively become discrete, leading to an atomic-like energy spectrum. Another

direct consequence of the confinement is the increase of the energy band gap, where

the bottom(top) of the conduction(valence) band is increased(decreased) from its

original value. Therefore, the effective energy band gap, εeff
g of the QDs is larger than

the intrinsic value for the bulk material, εg. The smaller the size of QDs, the larger

the energy band gap will be, leading to tunable absorption and emission energies.

The production of QDs can be tracked back to a very early age in human history,

a well known example is stained glass. It is produced by diluting gold, silver or

other materials into the melted glass, resulting in the formation of nanocrystals (or
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Figure 1.4. Discrete energy levels in semiconducting quantum dots
due to spacial confinement.

microcrystals), while the size of them is determined by the concentration. The first

QDs sample made in the lab was synthesized by Ekimov [31] in 1979, embedding small

semiconducting crystals into glass matrices. The synthesis method was similar to the

“ancient” version, resulting in great uncertainty of the QD’s size distribution [32].

Shortly after, in 1982, the first physics model to describe QDs systems was developed

by Efros [33], Ekimov’s student at the time. The name of QDs was given by Reed et

al. [34]in 1985. Many of QDs’s optical properties are inherited from the bulk material,

while the size dependent energy gap leads to tunable absorption and emission spectra,

attracting significant interest from researchers. However, early studies of QDs were

limited by their poorly controlled size distribution and crystalline structure. Details

of the electronic structure inside QDs could not be derived with large ensembles,

which give wide (> 100 meV) absorption and PL spectra [23].

The situation was dramatically improved by Murray et al. in 1992 [35], more

specifically, the “hot injection” method developed by their research. The idea is

to create super-saturation of the QDs’ precursors during a standard wet-chemical

synthesis by rapidly injecting excessive amounts of one or all of the precursors at
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the reaction temperature. By doing so, the nucleation processes (precipitation of

crystal monomers) is initiated over the entire solution at almost the same time [36,

37]. As the precursors are being rapidly consumed, accompanied by a decrease in

temperature, the nucleation processes is terminated. Since all monomers are nucleated

approximately simultaneously and growth is terminated uniformly across the sample,

an almost monodispersed size distribution of the QDs is obtained. Murray’s method

revealed the principle of the production of monodispersed QDs samples: nucleation

processes of QDs must be initiated and terminated simultaneously across the whole

sample. Nowadays commercial QDs samples with typical size dispersion lower than

5% are available.

The “hot injection” method, however, also has its disadvantages. One of the issues

is the high temperatures used for injection (typically around 350−380 ◦C) and growth

(typically around 300−350 ◦C). Although it requires a much lower temperature than

diluting materials into melted glass, the organic solvents involved in the synthesis,

make the procedure relative dangerous. The high temperature also leads to a rapid

growth rate, making the dots more vulnerable to structural defects. The injection

process itself requires a uniform spreading of the precursor inside the reaction mixture,

making it difficult to scale up for massive production.

New synthesis methods developed in the last decades for growing CdSe QDs with

zinc-blende crystal structure provide an alternative choice. It has been achieved by

different groups [1,38–40] in the non-coordinating solvent octadecene [41]. Unlike the

regular procedure to produce high quality CdSe QDs with wurtzite crystal structure

[35, 42], in which the hot-injection of precursors is required, the synthesis of the

zinc-blende CdSe QDs is performed with a moderate reaction speed at a much lower

temperature. The reaction speed can be further slowed down by reducing the reaction

temperature or increasing the length of the corresponding binding ligands. Benefiting

from the slow reaction speed of this method, massive production of CdSe QDs with

almost no inner crystalline defects can be achieved in zinc-blende CdSe QDs [43].
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1.3.1 Zinc-blende CdSe quantum dots

CdSe QDs have attracted great amount of interest from researchers in recent

decades due to their novel optical properties [24, 44–48]. Zinc-blende is one of the

crystalline structures available for bulk CdSe, with an energy band gap of 1.65 eV at

room temperature [49]. By adjusting the size of CdSe QDs from 0.5 nm to 5 nm [50]

CdSe QDs’ emission energy can be tuned through the whole visible range. However,

early production of CdSe QDs usually ended up with wurtzite structure, another

stable crystalline structure favored at a higher temperature (> 96 ◦C [51]), while the

zinc-blende structure might appear as stacking defects (the only structural difference

between the wurtzite and zinc-blende CdSe crystals is the stacking sequence of the

CdSe hexagonal layers). In fact, the synthesis of CdSe QDs starts with zinc-blende

crystalline cores, and a phase transition takes place during the growth processes

at high temperature [52, 53]. Such phase transition requires shifting of the stacking

layers, which can be stopped by using a lower synthesis temperature or adding tighter

binding ligands [54, 55]. Consequently, the synthesis of zinc-blende CdSe QDs is

performed with a moderate reaction speed, favoring the production of the perfect

inner crystal structure. In addition, different from the wurtzite structure, the aspect

ratio of the zinc-blende structure is one, providing isotropic optical properties and a

simpler electronic structure, which simplifies the evaluation of their cooling capability.

Therefore, CdSe QDs with zinc-blende crystal structure was selected as the active

component in our research.

Surface effects on CdSe QDs are not significantly altered by its crystal structure.

The big surface curvature owing to the small QD size introduces a significant amount

of surface defects (dangling atoms and lattice vacancies) on the surface of QDs. These

defects provide substantial non-radiative decay paths for excitons [56], hampering the

QD’s QY. Hence, bare CdSe QDs usually have a very low QY (typically lower than

10%). To bring the QY of the CdSe quantum dots close to unity, surface treatments

which passivate the surface defects must be performed, such as the growth of an
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inorganic shell and attaching molecular ligands onto the QDs’ surface. In our case,

where an extremely high QY is needed, both methods were applied.

1.4 Surface treatment on CdSe QDs

1.4.1 Surface passivation with CdS shell

Passivating the surface of QDs with inorganic materials has been well studied for

decades. The idea of the method is to grow one or multiple layers of an inorganic ma-

terial, different from the one of the original dots, with a wider energy gap. Incomplete

crystal sites can be passivated (form complete crystal bonds) by atoms in the shell,

while the potential barrier introduced by the wider energy gap prevents excitons from

reaching the new surface. On the other hand, the newly grown shell should have a

similar lattice structure to the QDs’ material to ensure the complete passivation of

surface defects and minimize the stress at the interface, such that the dots do not

crack. For the case of CdSe QDs, CdS is one of the most popular coating materials.

Because of the similar lattice constants between CdSe and CdS (0.6 nm and 0.58 nm

for CdS and CdSe in their zinc-blende structure), the likelihood of introducing defects

at the boundary between these materials is greatly reduced. For the same reason,

more complete passivation of the surface structure should also be expected. On the

other hand, the conduction(valence) band of CdS is higher(lower) than the one of

CdSe, precluding the exciton to reach the surface of the shell, where defects may

also occur. Recent investigations indicate that holes can still be effectively trapped

by the surface defects on the CdS shell. To remove these surface hole-traps, other

passivation techniques are required.

1.4.2 Surface passivation with ligands

One effective method to eliminate surface hole-traps on CdS shell is capping it

with molecular ligands. Such method is widely used in colloidal QDs, since they are
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automatically mixed with molecular ligands as the precursors and surfactants used

in the synthesis are in the form of metal-organic compounds (a group of chemical

compounds formed by metal ions and organic ligands complex). Typically, the surface

of QDs are attached by the ligands’ polar head groups [37,57], while the non-polar tails

are facing the organic solvent, providing stability of the colloid. Therefore, surface

properties of QDs can be modified as desired by adding specific ligands. To ensure

the complete coverage of surface ligands, most QDs were designed to be finished

with either all positive ions or all negative ions. For example in the CdS shell, to

eliminate hole-traps, the QDs are finished with Cd2+, and phosphine or amine or

both groups are used to cap the surface. However, experimentally, a very limited but

not zero negative ions sites (S2−) may remain on the surface. So, to guarantee the

complete passivation, a newly proposed solution is coating the QDs with short chain

Cd-carboxylate monomers [1]. It must be pointed out that ligands are vulnerable

to oxidation, hence specific storage method (i. e. inert gas protection) is required.

Very recently, synthesis with almost unity QY has been achieved for zinc-blende [2]

structures CdSe QDs after complete surface passivation, enhancing the possibility of

realizing OR on them. Thus, zinc-blende CdSe QDs were selected to be the cooling

materials in our research. In order to achieve OR, discovering and optimizing the

possible cooling mechanism in zinc-blende CdSe QDs needs to be carried out.

1.5 Cooling mechanism in CdSe QDs

Although there is no translational invariance in QDs, the lattice structure should

be close to the bulk material. Therefore, LOPs may couple to PL processes through

Fröhlich interactions, while acoustic phonon coupling could still happen through de-

formation potential and piezoelectric potential [58–61]. In addition, because the sur-

face to volume ratio is huge in QDs, while the PL processes in CdSe QDs were sug-

gested to be intrinsically related to the surface electronic states [62], surface phonon

modes, which are typically ignored in bulk materials, might significantly couple to
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the PL processes. Therefore, possible up-conversion in the PL mean emission en-

ergy could be achieved by phonon-annihilation coupled PL processes. Different to

CdSe bulk materials, in which phonons strongly couple to the PL processes with a

Huang-Rhys factor, S ≈ 10 [63] (S = 1
2
ω2~u2/h̄ω, where ~u denotes the displacement of

the normal coordinate of phonon modes caused by the exciton, and ω is the angular

frequency of the phonon [64, 65]), S is typically more than 20 folds weaker in CdSe

QDs [63,65]. Although the weak phonon-excitonic coupling strength does not hurt the

cooling effect (discussed in section 1.2), the CdSe QDs system might be restricted to

only have single-phonon-coupled PL processes. Accordingly, up-conversion in CdSe

QDs’ PL mean emission energy might be achieved though single-LOP-annihilation

coupled PL processes. With the purpose of evaluating and optimizing the cooling

effect, a quantitative model needs to be developed and tested to give reliable predic-

tions in the PL spectra of the sample with different parameters, such as temperature

and excitation energy.
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2. THEORETICAL CALCULATIONS

Towards realizing OR on CdSe/CdS (core/shell) quantum dots, quantitative calcu-

lation of the cooling efficiency is important and necessary for designing the sample

synthesis, defining testing projects and construction of the experimental setup.

The calculation of the electronic structure of our QDs samples will be discussed

first to understand their PL mechanism including possible cooling mechanisms. Fol-

lowing that, estimation of the photon absorption and emission rates, especially with

the phonon-assisted process taken into account will be presented. These two sections

will also reveal the limitations of existing theoretical models, introducing the mo-

tivation of developing a semi-empirical model, which will be discussed in the third

section. Then, a complete calculation of cooling efficiency and cooling power of our

samples under plausible conditions (i. e. different QYs and background absorption

rates) will be illustrated. The possible thermal conduction through the environment

will be shown in the last section, giving an indication of the maximum temperature

drop that can be observed in OR experiments.

2.1 Size dependent energy band gap of QDs

The effective energy band gap determines the absorption edge of QDs samples.

Its value is mainly defined by the intrinsic energy band gap of the material and the

quantization in both conduction and valence bands due to the spatial confinement. In

our research, it is calculated using the “particle-in-a-box” model with the well-known

effective-mass approximation [66, 67]. Due to the almost spherical symmetry of the

dots, we will call the model “particle-in-a-sphere”.
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2.1.1 Quantization of electronic states in QDs

In the “particle-in-a-sphere” model, the carriers inside the QDs are treated as free

particles by introducing the effective-mass approximation [66, 67]. The idea is that

the crystal structure of the QDs is treated to be identical to the bulk material, and

the Bloch theorem remains valid. Therefore, the electronic wavefunction Φ in a QD

is

Φ(~r) = U(~r)ψ(~r), (2.1)

where, U(~r) is the periodic Bloch function, and ψ(~r) is the envelope function which

satisfy boundary conditions. For colloidal QDs, the envelope function can be solved

by considering the carriers being confined in a potential well with spherical symmetry.

In the case of zinc-blende CdSe/CdS QDs, the radial potential energy is illustrated

in figure 2.1, in which the intrinsic band gap value and the offsets between the CdSe

and CdS are obtained from reference [49]. Because of the confinement potential, the

Figure 2.1. Electronic energy structure of CdSe/CdS quantum dots
in zinc-blende structure.

electronic energy levels allowed in the bands are discrete levels [68]. The modified

band gap is determined by the energies at the bottom of the conduction band (c)

and the top of the valence band (v). The Hamiltonian of the electron (e)/hole (h)
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Table 2.1.
Effective masses used in the calculation. m0 is the electron’s rest mass.

Material electron effective mass heavy hole effective mass

CdSe 0.11 m0 0.8 m0

CdS 0.14 m0 0.51 m0

(indicated by the subscripts) in the conduction/valence (indicated in the superscripts)

band is,

Hc/v
e/h = −h̄2∇ 1

m
c/v
e/h

∇+ V c/v(r). (2.2)

Herem
c/v
e/h is the electron/hole’s effective mass in the conduction/valence band. V c/v(r)

denotes the confinement potential of the conduction/valence band. Since the unit cell

of the zinc-blende structure has face-centered cubic symmetry, a single value of elec-

tron effective mass is used. On the other hand, our research only involves sub-band

edge excitation. Therefore, only the heavy hole values were used for the calculation in

each band. The values of electrons’ and holes’ effective masses used in the calculation

are listed in table 2.1 [69].

The problem is solved independently for electrons and holes. For electrons energy

is measured from the bottom of the conduction band. For holes, it is measured from

the top of the valence band. Assuming the bottom(top) of the conduction(valence)

band to be at zero potential, and a “hard” potential at the shell-vacuum boundary,

V c/v =


0 for r ≤ rcore

V
e/v

shell for rcore < r > rshell

∞ for r ≥ rshell

where rcore and rshell is the radius of the core and shell respectively, V
c/v

shell is the po-

tential energy of the shell material’s conduction/valence band measured with respect

to that of the core. The solution of the Schördinger equation,

Hc/v
e/hψ

c/v
e/h = ε

c/v
e/hψ

c/v
e/h, (2.3)
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is a combination of spherical Bessel functions and spherical harmonic functions,

ψ
c/v
e/h = [Ac/ve/h,l,mjl(k

c/v
e/h,l,mr) + Bc/ve/h,l,mnl(k

c/v
e/hr)]Y

m
l (θ, ϕ), (2.4)

where jl and nl are the spherical Bessel functions of the first and second kinds re-

spectively. Y m
l are the spherical harmonic functions. k

c/v
e/h are given by,

k
c/v
e/h =

√
2(ε

c/v
e/h − V c/v)m

c/v
e/h

h̄2 (2.5)

Where ε
c/v
e/h denotes the energy of the electron/hole. Because nl diverges at the origin,

the radial wavefunction in the core is,

ψ
c/v,core
e/h = Ac/v,core

e/h,l,m jl(k
c/v,core
e/h,l r). (2.6)

In the shell,

ψ
c/v,shell
e/h = Ac/v,shell

e/h,l,m jl(k
c/v,shell
e/h,l r) + Bc/v,shell

e/h,l,m nl(k
c/v,shell
e/h,l r). (2.7)

The energy levels and the normalization coefficients can be obtained by applying

boundary conditions

ψ
c/v,core
e/h |r=rcore = ψ

c/v,shell
e/h |r=rcore , (2.8)

1

m
c/v,core
e/h

∂

∂r
ψ
c/v,core
e/h |r=rcore =

1

m
c/v,shell
e/h

∂

∂r
ψ
c/v,shell
e/h |r=rcore , (2.9)

ψ
c/v,shell
e/h |r=rshell

= 0. (2.10)

By applying Eq. 2.6 and 2.7 to Eq 2.8 and 2.9, the constants Ac/v,shell
e/h,l,m and Bc/v,shell

e/h,l,m

can be obtained

Ac/v,shell
e/h,l,m =

jl(k
c/v,core
e/h,l,m rcore)n

′

l(k
c/v,shell
e/h rcore)−

m
c/v,shell
e/h

k
c/v,core
e/h,l,m

m
c/v,core
e/h

k
c/v,shell
e/h,l,m

j
′

l(k
c/v,core
e/h,l,m rcore)nl(k

c/v,shell
e/h rcore)

jl(k
c/v,shell
e/h,l,m rcore)n

′
l(k

c/v,shell
e/h rcore)− j

′
l(k

c/v,shell
e/h,l,m rcore)nl(k

c/v,shell
e/h rcore)

A
c/v,core
e/h,l,m ,

(2.11)
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Figure 2.2. Probability density of the electron on the shell boundary
(conduction band) versus energy. A shell thickness of 1.4 nm (4 layers
of CdS ) were used in the calculation to derive the plots.

Bc/v,shell
e/h,l,m =

jl(k
c/v,core
e/h,l,m rcore)j

′

l(k
c/v,shell
e/h rcore)−

m
c/v,shell
e/h

k
c/v,shell
e/h,l,m

m
c/v,core
e/h

k
c/v,shell
e/h,l,m

j
′

l(k
c/v,core
e/h,l,m rcore)jl(k

c/v,shell
e/h rcore)

j
′
l(k

c/v,shell
e/h,l,m rcore)nl(k

c/v,shell
e/h rcore)− jl(kc/v,shell

e/h,l,m rcore)n
′
l(k

c/v,shell
e/h rcore)

A
c/v,core
e/h,l,m .

(2.12)

Here j′l ≡
∂jl
∂r

and n′l ≡
∂nl
∂r

. Since both Ac/v,shell
e/h,l,m and Bc/v,shell

e/h,l,m are expressed as

functions of Ac/v,core
e/h,l,m , for a QD with given rcore and rshell, ε

c/v
e/h can be determined

through finding the smallest root of Eq. 2.10. Plots of |ψce|2r=rshell
versus ε at different

rcore and a fixed shell thickness of 1.4 nm (4 layers of CdS, the shell thickness of the

samples for OR experiment) are shown in Fig. 2.2. As expected, the smallest root of

Eq. 2.10 increases as rshell decreases, while the electron’s free particle energy is much

higher than the hole’s owing to a much lighter effective mass. Then, according to Eq.

2.6, 2.7, 2.11 and 2.12, Ac/v,core
e/h,l,m is determined by normalizing ψ

c/v
e/h.
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Figure 2.3. The probability density of the electron (black curve) and
hole (red curve) in the conduction band and valence band respectively.
rcore = 1.5 nm and rshell = 2.9 nm were used in the calculation to
derive the figure.

Typical probability density functions (|ψ|2) of the electron and hole in a QD

along the radial axis are shown in Fig. 2.3. Due to the shallow potential between

the conduction bands of CdSe and CdS interface, the electron’s probability density

distribution heavily disperses into the CdS shell, while the hole is more confined at the

CdSe core as the potential barrier the two materials’ valence bands is more significant.

However, such calculation might not be able to give accurate enough predictions of

QDs’ size-energy dependence. Due to the spatial confinement, the separation between

the electron and hole inside QDs is much smaller than the case for bulk materials,

leading to a significant increase in the Coulomb interaction energy between the two

carriers. Therefore, corrections taking Coulomb interaction energy into account are

needed.
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2.1.2 Coulomb interaction energy

In the case of QDs, due to their small size, the overlap between the electron’s

and hole’s wavefunctions is significant, the effect introduced by Coulomb interaction

is not negligible. Correction was carried out by introducing the Hamiltonian for the

Coulomb interaction HC,

HC = − 1

4πε(~r)

e2

re−h
, (2.13)

where ε is the dielectric constant of the material and e = 1.6 × 10−19 C is the unit

charge. re−h denotes the spatial distance between the electron and hole inside QDs,

given by

re-h = |~re − ~rh|, (2.14)

where r̄e and r̄h denote the coordinates of the electron and hole respectively. HC is

considered as the perturbation of the intrinsic electronic Hamiltonian, and its appro-

priateness evaluated a posteriori by comparing the size of the correction to the single

particle level. Here the Dirac brackets are introduced to simplify the notation, where

|Φc/v
e/h〉 is the corresponding electronic state, while the excitonic states is described as

|Φc
e〉|Φv

h〉, the product of the electron and hole states. 〈Φc/v
e/h|Φ

c/v
e/h〉 denotes the inner

product of the wavefunctions. The Coulomb interaction energy εC is given by

εC = 〈Φc
e|〈Φv

h|HC|Φc
e〉|Φv

h〉.

The calculation result is shown in Fig. 2.4, where the Coulomb interaction energy

is small compared to the energy of the carriers especially for the QDs with smaller

size. The wavefunction Φ
c/v
e/h with corrected effective energy band gap is used to

calculate the electronic transition rates of our samples and provide a reference for

our synthesis. Therefore, the effective energy band gap of the QDs with Coulomb

interaction correction is,

εeff
g = εg + εc

e + εv
h + εC. (2.15)

As shown in Fig. 2.5, εeff
g increased monotonically as the size of the dot decreases.

Because the typical core size of reported high quality (unity QY) CdSe/CdS QDs [1,2]
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Figure 2.4. Coulomb interaction energy (red curve) between the elec-
tron and hole comparing to their total energy (black curve). A fixed
shell thickness of 1.4 nm was used in the calculation to obtain the
figure.

is within the range of 1.5 − 1.75 nm, the proper laser energy to provide sub-band

excitation needs to be in the 1.9− 2.0 eV range.

2.2 Electronic band edge transition

According to section 1.2, the cooling efficiency ηc for OR is proportional to the

term 1
1+αb/α

. Hence, maximization of ηc is benefited by a bigger absorption rate α at

fixed αb. On the other hand, the maximum cooling power is proportional to the QDs’

PL emission rate, which determines the maximum number of cooling cycles achieved

in a QD per unit time. In an OR process, as the excitation energy is close to the

effective energy band gap, both the photon absorption and emission processes can be

considered as excitonic band edge transitions. Therefore, quantitative calculation of

the band edge transition rate with optical excitation is essential for our research.

The band edge transition probability due to photon absorption can be calculated

by treating QDs as a two-level system with the ground state, |Φv
e〉|Φv

h〉 (both the
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Figure 2.5. Calculated effective energy gap εeff
g of CdSe QDs with

respect to the core radius rcore. A shell thickness of 1.4 nm (4 layers
of CdS) were used in the calculation.

electron and hole are at the top of the valence band) and the excited state, |Φc
e〉|Φv

h〉

(the electron is at the bottom of the conduction band, while the hole is left at the top

of the valence band). Here, |Φv
e〉 is not derived from the “particle-in-a-sphere” model,

and it is identical to |Φv
h〉, equivalent to having no free carriers, which is the ground

state. The Hamiltonian of the electrons in the QDs within the external radiation field

(light) is

He =
1

2m∗e
(~p− e ~A)2 + V, (2.16)

where ~A is the vector potential of the light, ~p is the momentum operator and V

denotes the potential energy. Expanding the kinetic energy term in Eq. 2.16 gives,

He =
~p2

2m∗e
+ V +

e

2m∗e
(~p · ~A+ ~A · ~p) +

e2A2

2m∗e
. (2.17)

In our calculation, the intensity of the excitation light was limited purposely to avoid

multi-photon absorption. Therefore, the contribution of the A2 term is even smaller

than the Ā · p̄ one and considered to be negligible. The cross terms left were treated
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as a perturbation, He-R to the unperturbed electronic Hamiltonian H0 = ~p2

2m∗e
+ V .

Introducing the Coulomb gauge condition gives

~p · ~A = ~A · ~p. (2.18)

Therefore,

He = H0 +He−R,

where,

He−R =
e

m∗e
~A · ~p.

By defining ~A = A0âe
−i(~k·~r−ωt), where A0 and Â are the amplitude and direction

of ~A respectively,

He-R = He-Re
−iωt

where

He-R =
eA0

m∗e
Âe−i

~k·~r · ~p, (2.19)

with i the imaginary number. Because in our application the size of QDs is much

smaller than the wavelength of the light, the calculation can be further simplified by

applying the dipole-approximation [61,70],

e−i
~k·~r → 1.

By using the commutator relationship,

~p =
im∗e
h̄

(H · ~r − ~r · H),

Eq. 2.19 can rewritten as

He-R ≈ −e~r · ~E , (2.20)

where ~E is the electric field of the incident light.

For the case of band edge excitation, the contribution from the perturbed terms

of the excitonic wavefunctions is small comparing to the intrinsic terms. Therefore,
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the rate of excitons being created from the ground state to the excited state with

light excitation is given by first order time-dependent perturbation (TDP) [71],

R =
2π

h̄

∣∣∣〈Φv
e |〈Φv

h|He−R|Φc
e〉|Φv

h〉
∣∣∣2δ(ε)

=
2πε2e2

h̄

∣∣〈Φv
e |〈Φv

h|~r · ~E|Φc
e〉|Φv

h〉
∣∣2. (2.21)

Here |Φv
e〉|Φv

h〉 and |Φc
e〉|Φv

h〉 are the intrinsic excitonic wavefunctions of the ground

state and excited state respectively. The steady state approximation has been used in

Eq. 2.21. By recalling Eq. 2.1 from section 2.1.1, while applying the approximation

that the envelope function varies slowly along QDs’ radius, Eq. 2.21 becomes,

R =
2πe2E2

h̄

∣∣〈U c
e (~r)|ε~r|Uv

h (~r)〉〈ψv
h|ψc

e〉
∣∣2. (2.22)

A test was carried out by plotting the light power absorbed by QDs sample’s (com-

mercially purchased CdSe QDs with nominal diameter of 3.5 nm) versus laser incident

power. As the intensity satisfies I = 1
2
ε0cE2, the slope of the plot s is given by

s =
4πne2

ach̄ε20

∣∣〈U c
e (~r)|ε~r|Uv

h (~r)〉〈ψv
h|ψc

e〉
∣∣2. (2.23)

Here n is the number of the QDs within the light path, c is the speed of light, a is the

effective area of the light spot and ε0 is the vacuum permittivity. The experimental

data is shown in Fig 2.6, where s ≈ 0.014 was observed, while a calculated value

of approximately 0.03 was derived from Eq. 2.23. Considering the approximations

applied in the model, the model is able to provide acceptable results for estimation

purposes. However, when estimating the spontaneous emission rate Rs of CdSe QDs,

significant deviation between the calculation and experiments was observed. The

formula of Rs is well documented [71]

R =
4πε3

gε
2

h̄4c3ε20
D, (2.24)

where D =
∣∣〈U c

e (~r)|~r|Uv
h (~r)〉〈ψv

h|ψc
e〉
∣∣2 denotes the dipole moment of QDs. Since the

energy of the emitted photon is identical to the effective energy band gap, εeff
g is

used as the photon energy term in the calculation. The result of QDs with size
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Figure 2.6. QDs absorption power versus incident power. The data
was acquired on bare CdSe QDs sample purchased from NNlab with
mean diameter of 3.5 nm.

around 3 nm is a R ∼ 109 s−1, leading to a radiative decay lifetime around 1 ns. It

agrees with the result from the model in reference [72], but it is very different from

experimental results reported, which typical values around 10−30 ns [56,73–75]. The

deviation suggests the existence of a very different emission mechanism inside CdSe

QDs. Surface states were found to be responsible to the observation and PL emission

through surface states were suggested to be an intrinsic property of CdSe QDs [62].

Excitonic decay through surface states was be introduced in the semi-empirical model

developed for this research and will be discussed in section2.4.

2.3 Longitudinal optical phonon(LOP)-assisted photon absorption

Although the emission processes cannot be properly described by the “particle-

in-a-sphere” model, its prediction in absorption processes is found to be much more

reliable. Therefore, analysis of possible energy up-conversion processes during photon

absorption was carried out with the equations derived in the previous sections.
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LOP-annihilation coupled PL processes were determined to be the major cooling

mechanism of the first optically cooled semiconducting material, CdS nanobelts [22].

Since phonon-coupled PL processes are also observed in CdSe based QDs [76, 77],

the possibility of utilizing LOP-annihilation coupled PL processes to realize cooling

is evaluated.

The possible cooling power of such process is based on the LOP energy and its

coupling strength. The energy of the LOP in CdSe QDs is fixed and close to the

bulk value, 25 meV [77, 78] approximately. However the transition rate needs to

be calculated. It is well known LOPs couple to PL processes through the Fröhlich

interaction [79, 80], which is adapted here for QDs. In the CdSe based QDs, a polar

crystal system, a uniform deformation of the ions’ position in each primitive cell due

to the presence of a LOP leads to a macroscopic electric field ~Elop [61].

~Elop = −Ξ~ulop, (2.25)

where Ξ is the polarizability of CdSe ion pairs. ~ulop = ~u+ − ~u-, ~u+ and ~u- are the

displacements of the Cd2+ and Se2− ions from their equilibrium positions. From

a macroscopic point of view, the electric displacement field inside the QD is zero,

therefore

εo~Elop = − ~P . (2.26)

εo is the permittivity of the vacuum, ~P is the induced polarization of the ion pairs

inside CdSe QDs. ~P is determined by the ion displacement ~ulop and the local electic

field ~Eloc,

~P = eN~ulop +NΞ~Eloc. (2.27)

N denotes the number density of ion pairs. By considering the QDs are perfect

spheres,

~Eloc = ~Elop +
1

3εo
~P . (2.28)

According to Eq. 2.26, Eq. 2.27 and Eq. 2.28, ~Elop can be rewritten as

~Elop =
−eN

εo − 2ΞN
3

~ulop, (2.29)
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which can be expressed as the negative gradient of the delocalization electrical po-

tential φ(~r), such that

∇φ(~r) =
eN

εo − 2ΞN
3

~ulop. (2.30)

Since we assume that the dots have perfect spherical symmetry, we could write the

delocalization electrical potential in the orthonormal basis set,

φ(~r) =
∑
l,m

∑
k

Bkφl,m(k)jl(kr)Y
m
l (θ, ϕ),

where Bk is the normalization constant. Hence

~ulop =
∑
l,m

∑
k

uo∇jl(kr)Y m
l + Cc. (2.31)

Here Cc represents the complex conjugate and uo is the normalization constant. The

energy density of LOP dεlop can be written as,

dεlop =
1

2
NM~̇u2

lop +
1

2
NΞ~u2

lop. (2.32)

HereM is the reduced mass of the ion pair. εlop can be calculated by integrating dεlop

over the whole QD. 1
2
NM~̇u2

lop and 1
2
NΞ~u2

lop denote the kinetic energy and potential

energy part of the LOP respectively. Here the calculation can be done by applying

Green’s first identity∫
v

∇φ1∇φ2d~r = −
∫

v

φ1∇2φ2d~r +

∫
a

φ1
∂φ2

∂~n
da. (2.33)

For LOP inside the QDs, the surface integral is zero and ∇2φ(~r) = k2φ(~r). By

introducing the standard LOP phonon Hamiltonian in terms of the creation and

annihilation operators a†l,m and al.m is given by

Hlop = εlop(a†l,mal.m +
1

2
), (2.34)

The solution of the ~ulop is,

~ulop(r) =
∑
l,m

∑
k

[ h̄2B2
k

2NMεlopk2

]1/2

× [al,m(k)∇jl(kr)Y m
l (θ, ϕ) +Hc.]. (2.35)
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Hc denotes the Hermitian conjugate.

From Eq. 2.30 and Eq. 2.35 we derive

φ(r) =
∑
l,m

∑
k

[εlopB
2
k

2ε0k2

]1/2[ 1

ε(∞)
− 1

ε(0)

]1/2

× [al,m(k)jl(kr)Y
m
l (θ, ϕ) +Hc], (2.36)

where
N e

1 + 2
3
Nα

[ε0ε2
lop

Nµ

]1/2

=
[ 1

ε(∞)
− 1

ε(0)

]1/2

. (2.37)

ε(0) and ε(∞) are CdSe’s dielectric constants in static and high frequency electric

filed respectively. Thus

He-ph =

∫
φ(r)ρ(r)dτ, (2.38)

Where ρ(r) is the charge density of the photon induced exciton. To finally calculate

the absorption probability Rph of these processes, second order TDP is used,

Rph '
2π

h̄

∣∣∣< 0|He−R|1 >< 1|He−ph|1 >
ε− εex + iΓi

∣∣∣2g(εex + εlop)
1

1 + e
3
2
εlop/kbT

. (2.39)

Here g(ε) is the density of state (DOS) and |0〉 = |Φv
e〉|Φv

h〉 and |1〉 = |Φc
e〉|Φv

h〉 were

introduced for simplicity. In Eq. 2.39. Γi is the intrinsic broadening of level |1〉 and

the 1

1+e
3
2 εlop/kBT

term describes the thermal population of the LOPs, where kB is the

Boltzmann constant.

The most important result for OR is not the absolute value or Rph, but
Rph

R
. Ac-

cording to the calculation result,
Rph

R
≈ 8.4 was derived, suggesting a strong coupling

of LOP assisted photon abosption in CdSe QDs.

2.4 Semi-empirical modeling of PL lineshape

The cooling efficiency of the QDs relies on both absorption and emission processes.

But, as shown in section 2.2, emission processes in QDs cannot be described by

the band-edge transition properly. Therefore, to quantitatively describe QDs PL

processes, a new approach is required.

Although the absorption spectra of QDs is qualitatively described by the “particle-

in-a-sphere” model, the emission processes in QDs is not as simple. Furthermore,
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while QDs have been studied extensively, very limited information exists about the

overall PL lineshape on ensembles. Since this is a critical part in OR, we have

developed a semi-empirical model for PL lineshape.

Experimentally, the absorption and PL emission spectra of QDs ensembles do

not behave as an atomic-like quasi-monochromatic lineshape. A noticeable redshift

of PL spectra with respect to the absorption has been found for all kinds of QDs

[81, 82]. Surface states has been claimed to be responsible for the redshift [56, 62,

83,84], and the main path for carrier transfer between conduction and surface states

is attributed to be vibration-coupled processes (typically, acoustic phonons in QDs).

Surface states are also considered a source (other sources are the size distribution of

QDs samples and the phonon-coupled PL processes) of the broadening in QDs’ PL

linewidth at room temperature, where the typical full-width-half-maximum (FWHM)

of QDs samples’ PL spectra is around 90 meV [85–87]. Even for a single QD, a PL

spectrum linewidth much wider than the ones for atoms at room temperature was

observed by Chen and his coworkers [88]. On the other hand, with the typical size

of several nanometers, there are hundreds to thousands of atoms in a single QD. It

is impossible to completely solve for the Hamiltonian of any practical QD’s system.

Meanwhile, the size of QDs is not big enough to be well described by solid state

physics approaches for lattice systems. Therefore, we made an attempt of describing

the QDs’ PL spectra quantitatively by applying a semi-empirical model based on our

experimental results. Thus, we can shortcut the arduous exact theoretical work and

give practical predictions for QDs’ PL spectral lineshape, which is necessary when

considering OR applications of QDs.

In 2003, Wang et. al [56] suggested recombinations from surface states are the

dominant emission processes in CdSe QDs. More recently, Gao et. al [62] suggested

surface states light emission is an intrinsic property of zinc-blende CdSe QDs. Thus,

in our model, all radiative recombinations of the excitons in QDs are assumed to

take place through surface states. To describe QDs’ broad PL spectra, a Gaussian
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distribution1 Os(ε) with its center at εs and variance of σs is used for the surface DOS,

which we will refer to as the surface band. εs is extracted from PL experiments. Sim-

ilarly, to describe the broadening in QDs’ absorption spectra, a Gaussian Od(ε) with

its center εd and variance σd is used for QDs’ absorption edge (the complete absorp-

tion spectrum can be described by adding more Gaussian DOSs for higher excitonic

states), and transition allowed energy levels become absorption bands. εd and σd are

determined from absorption experiments. The carrier transfer from the absorption

band to the surface band is accomplished through acoustic-phonon-assisted processes

in the model, and is assumed to be much faster than the intra-band transition inside

the absorption band. Therefore, the intra-band transition in the absorption band is

negligible. Accordingly, four parameters are needed to be defined for completing the

overall lineshape:

(i) ks: Intra-band transition probability between energy levels within the surface

band;

(ii) kint: Inter-band transition probability between energy levels in absorption and

surface bands;

(iii) kr: Radiative decay probability;

(iv) knr: Non-radiative decay probability.

For simplicity, all transition probabilities were considered to be energy independent.

According to the model, a schematic plot of the PL process which can potentially

achieve net up-conversion in QDs’ PL mean emission energy is shown in Fig. 2.7.

In the figure, a sub-band excitation (SBE) with energy εex (εex < εs < εd) yields

the creation of excitons through LOP-annihilation-coupled photon absorption pro-

cesses. Since the phonon coupling strength is weak in CdSe QDs comparing to the

bulk(section 1.5, S ∼ 0.1), only single LOP coupled photon absorption processes were

considered. Thus, by defining the excitonic ground state as 0 energy, the energy of

1The broadening of QDs’ PL spectra originates from complicated sources, such as the inhomogeneity
of QDs’ size distribution and shape. Furthermore, experimentally, the lineshape of CdSe QDs’
absorption and PL emission spectra were found to be Gaussian like. Therefore, a Gaussian density
of states is considered as an acceptable approximation to describe the electronic structure of our
samples. But, if needed, real spectra can be directly implemented into the model.
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Figure 2.7. Scheme plot of a possible OR process according to the
semi-empirical model.

the created exciton εa is

εa = εex + εLOP.

At SBE, the creation of excitons only occurs in the CdSe core [1,2,42], therefore, the

LOPs of CdSe are considered as the source of εlop. Following the excitation, excitons

rapidly transition to the surface band through the acoustic-phonon-assisted inter-

band transition. The transition rate is governed by the phonon DOS g(ε). Because

the phonon dispersion relationship is not clear inside QDs, for the sake of simplicity,

and as an approximation, the phonon dispersion relationship is defined as

ω = cphk. (2.40)

Here cph denotes the speed of sound in the material. As assumed by the model, the

transition is between the intrinsic excitonic states and the surface states, both bulk
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and surface acoustic phonon modes are considered to be possible to participate in the

inter-band transition processes. Additionally, according to results in section 2.1.1,

the probability of finding both carriers, particularly electrons, near the surface is sig-

nificant. Therefore, a fitting parameter ξ was assigned to indicate the dimensionallity

of phonon modes (ξ = 2 for surface, ξ = 3 for bulk). Hence, the phonon DOS is given

by

gξ(ε) = Cg

∣∣∣ εξ−1

eε/kBT − 1

∣∣∣,
where Cg is the coupling strength, containing the information of cph. For a phonon

emission process, ε is treated as a negative number.

The rate of change of excitonic density Nd(ε) with energy ε in the absorption band

is given by

dNd(ε)

dt
= αδ(ε− εa)Od(ε)− kintNd(ε)

∫ εa+εc

εa−εc
gξ(ε

′ − ε)Os(ε
′)dε′. (2.41)

In Eq. 2.41, αδ(ε− εa)Od(ε) describes the photon absorption processes. The second

term in the right side denotes an exciton lost through an inter-band transition. εc

is the phonon cut-off energy (energy of the highest phonon frequency allowed in a

lattice), which is unknown for CdSe QDs at room temperature. However, to be able

to describe QDs’ broad PL spectra, a εc larger than the spectra’ FWHM is required.

It is much larger than the bulk CdSe phonon cut-off energy, a fact that cannot be

explained properly at this stage. By accepting the big εc value, since kBT is close to

the value of LOP, εc >> kBT . Therefore, gξ vanishes when approaching εc, and the

integral’s limit can be set to zero and infinity to simplify the calculation. In steady

state condition, dNd(ε)
dt

= 0, and

Nd(ε) =
αδ(ε− εa)Od(ε)

kint(ε)
∫∞

0
gξ(ε

′ − ε)Os(ε′)dε′
. (2.42)

Once the excitons transition to the surface band, three possible decay paths are

allowed for them: redistribute inside the surface band through the intra-band transi-
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tion, or following a radiative or non-radiative decay path to the ground state. Doing

a similar calculation as for Nd

dNs(ε)

dt
= ksOs(ε)

∫ ∞
0

g2(ε− ε′)Ns(ε
′)dε′ − ksNs(ε)

∫ ∞
0

g2(ε′ − ε)Os(ε
′)dε′

− (kr + knr)Ns(ε) + kintOs(ε)

∫ ∞
0

gξ(ε− ε
′
)Nd(ε′)dε′, (2.43)

The term ksOs(ε)
∫∞

0
g2(ε− ε′)Ns(ε

′)dε′ and ksNs(ε)
∫∞

0
g2(ε′− ε)Os(ε

′)dε′ denote ex-

citons transitioning to or from the level εex at ε through intra-band transition respec-

tively. Because the intra-band transition is inside the surface band, ξ = 2 was used.

(kr + knr)Ns(ε) accounts for excitons lost from radiative and non-radiative processes.

Since mathematically the contributions from kr and knr are indistinguishable, they are

treated as a single parameter k′r ≡ kr + knr. The term kintOs(ε)
∫∞

0
gξ(ε− ε

′
)Nd(ε′)dε′

denotes receiving excitons through the inter-band transition from the absorption

band. According to Eq. 2.42, this term is rewritten as

kintOs(ε)

∫ ∞
0

gξ(ε− ε
′
)Nd(ε′)dε′ = α

gξ(ε− εa)Od(εa)Os(ε)∫∞
0
gξ(ε′ − εa)Os(ε′)dε′

≡ αnd(ε).

Using the notation ∫ ∞
0

g2(ε− ε′)Ns(ε
′)dε′ ≡ g2 ∗Ns(ε), (2.44)

which is a convolution of g2(ε) and Ns(ε), and setting
∫∞

0
g2(ε′ − ε)Os(ε

′)dε′ ≡ F (ε),

in steady state, Eq. 2.43 is rewritten as

0 = ksOs(ε)g2 ∗Ns(ε)− [ksF (ε) + k′r]Ns(ε) + αnd(ε). (2.45)

Eq. 2.45 is an inhomogeneous integral equation and does not have a general solution.

It was solved by treating the term ksOs(ε)g2 ∗Ns(ε) as a modification to the function

0 = −[ksF (ε) + kr + knr]Ns(ε) + αnd(ε). (2.46)

The solution of Eq. 2.46 is simply

N0
s (ε) =

αnd(ε)

ksF (ε) + k′r
.
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(a) (b)

Figure 2.8. Photoluminescence intensity Iε = krNs(ε) for different
numbers of the recurrence: (a) ks = k′r, (b) ks = 10k′r. εex = 1.945 eV,
εd = 2.059 eV, εs = 2.023 eV, σd = 0.034 eV, σs = 0.045 eV and
ξ = 2 were used in the calculation.

Where the superscription of Ns denotes the order of the solution in Eq. 2.45. Sub-

stituting N0
s into the first term of Eq. 2.45 yields N1

s (ε)

0 = ksOs(ε)g2 ∗N0
s (ε)− [ksF (ε) + k′r]N

1
s (ε) + αnd(ε).

In general, using N
(n)
s in the first term of Eq. 2.45, yields Nn+1

s . As shown in Fig.

2.8(a) and 2.8(b) (ξ = 2 was used in the calculation), χ2 =
∫∞

0
[Nn

s (ε) − Nn-1
s (ε)]2dε

decreases rapidly as n increases, suggesting a rapid convergence of the recurrence,

even for large ks/kr′ value. Since the emission processes in the model is described by

a simple radiative decay process with single lifetime, the QDs’ PL intensity, I(ε) is

given by

I(ε) = krNs(ε). (2.47)

As ks increases, the center of Ns(ε) moves to lower energy. Therefore, by fitting

the data from the CdSe/CdS QD samples, ks = 0 was used in the model. As a

consequence, k′r and α only adjust the amplitude of the simulated PL lineshape. So,

the only fitting parameters left are ξ and σs.
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(a) (b)

Figure 2.9. Simulated PL spectra with (a) ξ = 3 and (b) ξ = 2. The
calculation was carried out with εex = 1.971 eV, 1.961 eV, 1.951 eV,
1.941 eV, 1.931 eV and 1.921 eV. εd = 2.059 eV, εs = 2.023 eV,
σd = 0.034 eV, σs = 0.45 eV were used in the calculation.

The option of ξ are integers 2 and 3, corresponding to the surface and bulk phonon

modes respectively. As shown in Fig. 2.9(a), a dip was observed at εa in the simulated

PL spectra with ξ = 3. When ε → 0, g3(ε) → ε2

ε
→ 0. The dip is more pronounced

than observed due to numerical precision. However, the dip was not observed in the

PL spectra of our sample. The experimental data of sample with εd = 2.059 eV,

εs = 2.023 eV, FHWM= 0.082 eV (equivalent to σ = 0.034 eV for a Gaussian) is

shown in Fig. 2.10. A smooth PL lineshape was observed, while the emission peak is

slightly red shifted as the εex decreased. The spikes observed in the PL spectra were

attributed to the scattered laser light and their intensity is negligible compared to

the PL intensity (experimental details and the sample information will be discussed

in Chapter 3). Therefore, ξ = 3 does not work for high quality CdSe/CdS QDs. The

dips are removed if gξ(0) has a finite non-zero value, which is the case for ξ = 2.

The simulation results with ξ = 2 are shown in Fig. 2.9(b), where a smooth

lineshape and the redshift in emission energy were successfully recovered by the model.

The value of σs was determined by fitting the experimental results (only one σs was

used for all data sets). As shown in Fig. 2.11, the simulated result showed a good
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Figure 2.10. Photoluminescence spectra (experimental result) of
CdSe/CdS QDs sample with sub-band excitation at εex = 1.957 eV,
1.946 eV, 1.938 eV, 1.929 eV and 1.919 eV. The sample was from
batch 2 with εd = 2.059, εs = 2.023, FHWM= 0.082 eV.

agreement with the experimental data, and the best fit was achieved at σs = 0.045 eV.

The most significant deviation between the model and experimental data was observed

at εex = 3.05 eV, which was expected (the assumption of only having LOP coupled

photon absorption no longer holds as the absorption efficiency increased significantly).

According to the model, at SBE, single LOP absorption processes are coupled to

the photon absorption creating a net energy up-conversion. However, it is not the

major source of the significant up-conversion observed in the QDs samples. Without

introducing multiphonon absorption (because in CdSe QDs, as reported, their S < 1

[63, 65]) the up-conversion processes are heavily influenced by the acoustic phonon

assisted surface inter-band transition processes.
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(a) (b)

(c) (d)

(e) (f)

Figure 2.11. Fitting result with σs = 0.045 eV for experimental data
at εex =: (a) 1.919 eV, (b) 1.929 eV, (c) 1.938 eV, (d) 1.946 eV, (e)
1.957 eV and (f) 3.05 eV. εd = 2.059, εs = 2.023 and σd = 0.034 eV
derived from experimental data were used in the calculation.
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2.5 Cooling efficiency calculation

According to section 1.2, the cooling efficiency of OR is defined as

ηc = ηeff
1

(1 + αb/α)

ε̄em

εex

− 1. (2.48)

With the help from the model, ε̄em can be obtained for all possible SBE energies.

Here PL mean emission energy ε̄em is defined as

ε̄em =

∫∞
0
εI(ε)dε∫∞

0
I(ε)dε

. (2.49)

Therefore, by combining Eq. 2.48 and 2.49, for a given set of η and αb, ηc can be

plotted versus εex and the region with a positive value is considered as the cooling

zone (α is obtained from absorption spectroscopy, which will be discussed in Chapter

3). In the case of perfect QY (η = 1), as shown in Fig. 2.12(a), the cooling zone

disappeares when αb/α is larger than 3000 ppm (part per million), while a maximum

ηc > 1% is accessible if αb/α < 1000 ppm. On the other hand, with a finite αb/α =

500 ppm, a minimum value of η = 99% is required to achieve net cooling, while the

maximum cooling efficiency is located around 1.93 eV. Hence, net cooling is achievable

in CdSe/CdS QDs.

2.6 Calculation of possible heating processes

OR can be realized in CdSe QDs system when a positive ηc value is achieved.

The actual final temperature is determined by the existence of heating processes.

Therefore, to ensure the OR effect is experimentally observable, possible parasitic

heating processes and the heat flow from the environment due to the temperature

gradient introduced by OR needs to be evaluated.

A major heating introduced into the system is phonon-creation through energy

down-conversion PL (DCPL) or non-radiative decay processes. DCPL decreases ε̄em,

and non-radiative decay processes are reflected in η, the QY of the system.

Besides the heating process from the QDs themselves, the substrate of the QDs,

the sample holder, the suspension solvent and the supporting matrix also absorb
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(a) (b)

Figure 2.12. Cooling efficiency versus excitation energy at: (a)
αb/α = 100 ppm (purple), 500 ppm (cyan), 1000 ppm (green),
2000 ppm (orange) and 3000 ppm (red) with η = 1. (b) η = 100%
(purple), 99.5% (cyan), 99% (green) and 98.5% (orange) with αb/α =
500 ppm.

incident light. A part of this is transferred to the QDs, resulting in heating processes.

Fortunately, materials with very limited absorption rate at the laser wavelength of

the experiment (around 650 nm) are accessible. For example, the absorption rate of

regular BK7 glass (boronsilicate) at wavelength of 650 nm is less than 20 parts per

million per millimeter [89]. And this number can be further reduced by focusing the

laser beam, which would reduce unwanted multi-reflections inside the capillary and

the glass wall. The heating power associated to background absorption is taken into

account in the calculation of the cooling efficiency by introducing the background

absorption rate αb. If a positive cooling efficiency of the system can be achieved by

including the heating process from the QDs and the sample holders, net cooling of

the system would be achieved.

Heat transfer due to the thermal non-equilibrium between the sample and the

environment were also evaluated. Heat transfer through thermal radiation is one

important heating source. For a black-body at temperature T , the radiation power
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dPsb emitted from its surface (considering the case where the surface is flat) element

da is given by Stefan-Boltzmann law

dPsb(T ) =

∫ ∞
0

Ib(ω, T )dω

∫ 2π

0

dφ

∫ π
2

0

cosθsinθdθda. (2.50)

This fomula is derived by treating the the emission body as a Lambertian (black

bodies yield the Lambert’s cosine Law [90]). Here, Ib(ω, T ) denotes the intensity of

the emitting radiation at angular frequency ω with temperature T , which is governed

by Plank’s law

Ib(ω, T ) =
h̄

4π3c2

ω3

e
h̄ω
kbT − 1

. (2.51)

By substituting ζ = h̄ω
kbT

into Eq. 2.51, Eq 2.50 can be written as

dPsb =
k4

bT
4

4π2c2h̄3

∫ ∞
0

ζ3

eζ − 1
dζda. (2.52)

The integral in Eq. 2.52 is the Riemann zeta function, which solution is π4

15
. Hence,

dPsb = σsbT
4da, (2.53)

where σsb =
π2k4

b

60c2h̄3 ' 5.67 × 10−8 W/(m2K4) is the Stefan-Boltzmann constant. In a

more realistic situation where the material surface is acting like a grey body, (not all

the radiation reaching it being absorbed and emitted), Eq. 2.53 is modified by the

emissivity %,

dPsb = %σsbT
4da.

Therefore, the net heat flow Psb between the sample and the environment is given by,

Psb = σsb

∫
Asa

Υ(%enT
4
en − %saT

4
sa)da. (2.54)

The subscripts “sa” and “en” denote the sample and environment respectively. Υ is

the view factor. Eq. 2.54 is a surface integral, which must integrated over the entire

surface of the sample. In our application, samples are QDs suspended inside organic

solvent, such that the surface used in the calculation is the surface of the loading

capillary and %sa is the emissivity of the capillary glass. On the other hand, the
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environment (cryostat chamber) is complicated in both geometry and materials (i. e.

brass plates, anodized aluminum substrate and copper cold finger), in consequence

the calculations were done with the simulation software Comsol Multiphysics.

Heat conduction through the substrate is another possible heating source. With

a given geometry and known material of the support of the sample, the conduction

heat power Ph can be calculated by

Ph = kc
ac

Lc

∆T, (2.55)

where kc is the thermal conductivity of the support, ac and Lc are the effective cross-

sectional area and the effective length of the support.

Given the geometry of our system, it is not possible to analytically find the heat

transfer. The numerical evaluation was performed with Comsol Multiphysics pro-

gram. As shown in Fig. 2.13(a), a 3-dimensional model which is a replica of the

sample and sample holder with the surrounding enclosure was built in the program.

Materials’ parameters, such as thermal conductivity and emissivity were assigned

from the default values from the program material package. The mesh size was cus-

tomized to give better precision: 2µm for the laser path, 8µm for the contacting

surface between different materials. It needs to be pointed out that the software con-

sidered the mesh to be insufficient for the laser path, while it was not able to provide

finer meshing. For the remaining surface (i. e. the disc and the chamber), the auto

mesh was used.

By assuming ηc ≈ 1.5%, and using 3 mW input pump laser power and a 30%

absorption efficiency (derived from the sample’s absorption spectrum), a net cooling

power of 12µW was obtained to the laser path region (8µm beam size, determined

as the 68% intensity of a Gaussian beam). As shown in Fig. 2.13(c), a temperature

drop of 0.1 K was suggested by the software. Therefore, a thermoetry technique

with at least 0.1 K sensitivity is required to observe the cooling effect. However, the

calculation showed a strong dependence on the size of the cooling zone. Since the

power of the pump laser was not uniformly distributed through the path (focus to
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the entrance part), and the software is not able to run a finer mesh, we stopped here

and considered it an estimation.
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(a) (b)

(c)

Figure 2.13. Simulation result from Comsol software. (a) 3-D model of
the experimental setup, (b) Mesh of the sample and sample holder, (c)
Simulation result of the temperature gradient with a cooling power
of 10µW uniformly distributed along the laser path. The ambient
and initial temperature used in the calculation were both 295 K. The
software version is Comsol Multiphysics v 5.3 a.
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3. EXPERIMENTAL DETAILS AND SAMPLE

CHARACTERIZATION

To realize OR in CdSe/CdS QDs, a synthesis reactor was set up to produce high qual-

ity samples with unity QY. The production was based on the procedure developed

by Peng’s group [2] and modified by us according to our lab conditions and feedback

obtained from the characterization results of the synthesized QDs. The homemade

samples’ UCPL properties were characterized by an enhanced off-axis collecting sys-

tem designed and built in our lab. Characterization data showed good agreement

with the model developed and reinforced the possibility of realizing OR on QDs. Ac-

cordingly, an OR experiment by using the homemade CdSe/CdS QDs samples was

set up and performed, where the net cooling effect was observed. In this chapter, the

synthesis procedures, QDs characterization techniques and most importantly, the OR

experiment setup implemented will be discussed in detail.

3.1 Quantum dots synthesis

As mentioned in section 1.3.1, the QDs synthesis was carried out through the

wet-chemical method. Our synthesis procedure is a modified approach based on the

methods proposed by Cao’s group [43] and improved by Peng et al. [1]. In this method,

CdSe monomers are generated by mixing chemically active elementary Se with Cd-

carboxylate at a specific temperature determined by the length of the carbon chain of

the corresponding carboxylic group (i. e. the reaction temperature of using cadmium

myristate is above 220 ◦C). By maintaining the reaction temperature and applying

vigorous stirring, the monomers react with the excess precursors left in the solvent,

gradually growing into bigger nanocrystals. Since the monomer creation processes

(nucleation processes mentioned in section 1.3.1) always exists, as the reaction time
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Table 3.1.
Chemicals used in the zinc-blende CdSe/CdS QDs synthesis. Acetone
and toluene were used to perform the washing and cleaning processes
of the QDs and the glassware, they were not directly used in the
synthesis processes.

Chemical’s name Purity Vendor Abbreviation

Acetone 99.5% Sigma-Aldrich

Cadmium oxide 99.999% Strem Chemicals CdO

Cadmium diethyldithiocarbamate 96% Gelest Cd(DDTC)2

Cadmium formate 98% Gelest CdFt

Dodecane 98% Sigma-Aldrich

Hexane anhydrous 95% Sigma-Aldrich

Methanol anhydrous 99.5% Sigma-Aldrich

Myristic acid 99% Sigma-Aldrich MA

Oleic acid 90% Sigma-Aldrich

Oleylamine 70% Sigma-Aldrich OAM

Octylamine 98% Sigma-Aldrich

Selenium dioxide 99.9% Sigma-Aldrich SeO2

Tributylphosphine 95% Sigma-Aldrich TBP

1-octadecene 90% Sigma-Aldrich

increases, if no further action is taken, the size distribution of the QDs becomes more

and more dispersed. Different from the “hot-injection” method, to harvest QDs with

better monodispersity in size distribution, a small amount of oleic acid is introduced

to reduce the reaction speed to a level where the creation process of monomers is

eliminated [91], only allowing the growth of existing QDs. The typical dispersity on

the size distribution of the method is 5% [91]. To eliminate surface defects, CdSe cores

were coated with a CdS shell and finished with a monolayer of cadmium formate to

perfect the samples’ QY.
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Figure 3.1. Schematic of QDs synthesis setup. A: double-line mani-
fold; B: Liebig condenser; C: thermometer; D: 50 mL 3-neck flask; E:
heat mantle.

3.1.1 Chemicals for synthesis and precautions to be observed

The chemicals used in the synthesis are listed in table 3.1. Selenium dioxide

(SeO2) must be stored with desiccant as it efficiently absorbs water from air, ruining

the quality of the synthesized QDs. Most chemicals used in QDs synthesis are toxic,

they must be operated inside a fume hood. The person who is synthesizing QDs must

wear protective clothes, including nitrile gloves, goggles and lab coat. Dodecane and

tributylphosphine (TBP) are highly flammable, they must be operated under an inert

gas environment.

3.1.2 Synthesis equipment setup

The setup is schematically shown in Fig. 3.1. The synthesis was performed in

a 50 ml 3-neck flask. A side neck of the flask was covered by a silicone-rubber

septum (Sigma-Aldrich), allowing the injections of chemicals. The other side neck

was connected to a glass adapter to hold a thermometer to monitor the temperature
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of the reaction mixture. The glass adapter is made from a nuclear magnetic resonance

(NMR) test tube, which size is small enough to fit inside the septum with an air tight

joint.

The synthesis environment needs to be switched between low pressure (∼ 20 mbar)

and inert gas atmosphere. It was achieved by using a glass double-line manifold.

Low pressure was obtained by a diaphragm pump (Pfeiffer MVP-035-2). A needle

valve was installed in the vacuum line to regulate the pressure in the range of 10 −

100 mbar, precluding significant evaporation of the solvents. To protect the pump

from the chemicals, a cold trap cooled with dry ice-acetone mixture was installed

before it. Argon (Ar, 99.999% purity, Praxair) was used for inert gas protection and

was exhausted through a gas bubbler filled up with mineral oil to prevent Ar reflux.

Before connecting the flask to the manifold, a Liebig condenser was mounted between

them, to recirculate chemicals evaporated due to the elevated reaction temperature.

Heat was generated from the heat mantle (where the flask is seated) and powered by a

PID (proportional-integral-derivative) controller system (Briske Heat SDC 120JC-A).

The feedback loop was established by attaching the controller’s thermometer to the

contacting surface between the flask and the heat mantle. The temperature of the

solvent is measured with another digital thermometer through the glass adapter. A

temperature difference was expected and observed between the solvent and the heat

mantle, the calibration data is listed in table 3.2. The tests were carried out with

20 mL solvent loaded into the flask. The solvent was stirred by a magnetic stirrer at a

speed of 800 rpm. This process was implemented by heating up the solvent from room

temperature to the target value using the maximum output power of the controller.

Therefore, the values recorded are considered as worst case senarious of the system.

In standard synthesis, deviations as small as ±1 ◦C were achieved in any applicable

temperature range with real-time adjustment of the controller, such as dividing the

heating process into multiple stages.
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Table 3.2.
Calibration data of the temperature control system. During the test,
20 mL ODE was loaded into the flask with magnetic stirring at a speed
of 800 rpm. The solvent temperatures are the target values and the
deviations are obtained as the maximum temperature difference from
the target values observed during the test. The data was obtained by
heating the solvent from room temperature to the target temperature
with the maximum heating power.

Solvent temperature ( ◦C) Heat mantle temperature ( ◦C)

50 + 5/− 1 90 + 35/− 5

80 + 2/− 1 135 + 30/− 5

160± 1 295 + 26/− 5

246± 1 390 + 20/− 5

3.1.3 Preparation of chemicals

The quantity of each solid chemical was measured by a balance (Mettler AE240)

with a reading precision of ±0.00001 g. Limited by operator’s skill, the quantity of the

chemicals used in the experiment had a typical deviation of ±1 mg from the required

values. Liquid chemicals were measured with a glass syringe (Hamilton Gastight

syringe model 1010) with a readout accuracy of 0.1 mL. All chemical quantities listed

in this thesis without any specific indication represent required values with deviations

discussed above.

The reaction mixture would be contaminated by air (particularly oxygen) dissolved

in the chemicals, damaging the quality of the produced QDs. Consequently, chemicals

used in the synthesis must be pre-degased before the reaction procedure, except for

the ones which are stored under inert gas protection with a sure-seal cap (i. e. TBP

and methanol anhydrous).

Two kinds of precursor solutions (Cd(DDTC)2 solution and CdFt solution) and

two stabilizers (oleic acid solution and Dodecane-octylamine mixture) were injected

during the reaction. Therefore, they need to be prepared before the synthesis.
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•Oleic acid solution: 0.1 mL was added into 0.5 mL OAM. Then the solution was

degased under vacuum (100 mbar) for 1 hour followed by an argon purge (inject argon

into the solvent while vacuuming) for 10 s to remove dissolved air.

•Dodecane-octylamine mixture: 2.4 mL dodecane and 7.6 mL octylamine were

mixed and degased under vacuum (100 mbar) for 1 hour followed by an argon purge.

•Cd(DDTC)2 solution (0.15 mol/L): 0.613 g (1.5 mmol) of Cd(DDTC)2 was dis-

solved into 10 mL mixture of OAM and octylamine (volume ratio of 1:1). Then the

solution was degased under vacuum (100 mbar) for 1 hour followed by an argon purge.

•CdFt solution (0.15 mole/L): 121.4 mg (0.6 mmol) was dissolved into 4 mL

octylamine. Then the solution was degased under vacuum (30 mbar) for 1 hour

followed by an argon purge.

3.1.4 Zinc-blend CdSe seeds synthesis

The procedure of CdSe seed synthesis is well documented [92]. Minor modification

were introduced to the existing procedure according to our lab conditions. The steps

of the procedure are:

1. 39 mg of CdO, 137 mg of MA and 5 ml of ODE were loaded into the 50 ml 3-

neck flask. Then the mixture was degased at 90 ◦C at 100 mbar for 30 min to remove

dissolved air.

2. The reaction mixture was heated up to 250 ◦C (about 17 ◦C/min) while stirring

at 800 rpm under argon flow.

3. After the reaction mixture showed a clear pale yellow (Cd-myristate) color, the

heat mantle was removed, and the mixture was allowed to reach room temperature

(typically within an hour or 10 min with air cooling).

4. Another 37 ml of ODE was added into the flask.

5. The reaction mixture was degased for 30 min at 90 ◦C at 100 mbar to remove

the dissolved air inside the newly added ODE.

6. 33 mg SeO2 was added swiftly into the flask.
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7. The reaction mixture was degased for 30 min at 50 ◦C at 100 mbar to remove

the air introduced in step 6.

8. The vacuum line was closed and Ar flow was established into the flask to

provide inert gas protection. The reaction mixture was heated up to 220 ◦C at a

rate of 20 ◦C per min. When the mixture reached the temperature of 220 ◦C, a rapid

change in solution’s color from yellow to red was observed, indicating the nucleation

of CdSe seeds.

9. As the color started to change, 0.1 mL oleic acid was injected, with a rate of one

droplet1 every ten seconds to gradually reduce the reaction speed (slow growth rate

reduces the structural defects introduced during the synthesis), and provide stability

to the existing CdSe seeds (oleic acid is strongly bonded to the Cd dangling atoms,

increasing the spatial separation between seeds).

10. The reaction mixture was allowed to react for another 30 min at 220 ◦C after

the injection to get seeds with size around 3.0 nm [92]. Larger seeds can be achieved

by extending the reaction time.

11. The reaction was stopped by removing the heat mantle. The reaction mixture

was allowed to cool to room temperature (typically within an hour).

A ±10 meV deviation for the absorption edge was found in the absorption spectra

of different batches synthesized with identical reaction time (step 10), while identical

deviation (the same direction and amplitude) was found in their respective PL spectra.

On the other hand, the size of the QDs can also be adjusted by changing the amount

of ODE added in step 4 (changing the precursors’ concentration). The test details

are shown in table 3.3. According to the data, good consistency was observed in

our QDs production. Typical PL and absorption spectra are shown in Fig. 3.2(a)

(sample from test batch 2), where a well defined absorption maximum was observed

at the absorption edge, indicating the existence of CdSe QDs. However, a limited,

but long low energy tail was observed in the PL spectrum. It is reasonable as no

110.3µL with a 21 gauge syringe needle. The amount of solvent per droplet was determined by
counting the number of droplets (97) one by one for 1 mL of the solution being ejected from the
syringe.



54

Table 3.3.
Energies of QDs samples’ first absorption maximum with different
synthesis condition. Test batches 1, 2 and 3 were carried out to check
the repeatability of the core synthesis procedure. Test batch 4 was
carried out with longer synthesis time, test batch 5 was carried out
with higher precursor concentration.

Test batch Reaction time ODE added Energy of the first absorption maximum

(min) (mL) (eV)

1 30 42 2.25

2 30 42 2.24

3 30 42 2.24

4 45 42 2.20

5 30 19 2.21

(a) (b)

Figure 3.2. (a) Absorption (red curve) and PL (black curve) spectra
of CdSe seeds synthesized in our lab. (b) Normalized PL spectrum
plotted in logarithm scale. The QDs sample used was synthesized in
test batch 2. The PL spectrum was obtained with εex = 3.05 eV

surface treatment was yet applied to the CdSe QDs. To perfect the QDs’ quality,

surface passivation was carried out.
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3.1.5 Washing process of CdSe seeds

Limited by the size of the flask, 20 mL seeds suspension was kept for the washing

process (in the case where 19 mL ODE was added in total, all the seeds were kept).

It was performed within the same flask used for seed synthesis to prevent possible

oxidation [1]. All steps were performed in Ar gas flow. The steps are:

1. 0.3 mL of TBP and 0.3 mL of octylamine were added into the flask to remove

the molecular ligands attached to the seeds’ surface2.

2. 6 mL anhydrous hexane and 12 mL anhydrous methanol were added into the

flask to separate the TBP, oleic acid, octylamine and possible byproducts (ketone)

from the suspension.

3. The mixture was heated up to 50 ◦C while stirring at 800 rpm for 5 min.

4. Stirring was stopped, while keeping the temperature of the mixture at 50 ◦C.

The mixture separated into two layers, where the top red layer is mainly ODE con-

taining CdSe seeds and the methanol bottom layer dissolving the TBP, octylamine

and other byproducts. The bottom layer was removed by using the syringe.

5. Steps 2 to 4 were repeated once more to ensure the removal of the injected

TBP and octylamine.

6. Steps 1 to 5 were repeated once more, then the cleaned seed suspension was

heated to 60 ◦C and the pressure was reduced to around 50 mbar to remove the excess

methanol and hexane left in the solvent3.

After the cleaning procedure, typically 10 mL suspension with seeds was left in

the flask.

2TBP solvent was directly withdrawn from the container by using a syringe through the sure-seal
cap. The syringe must be cleaned and filled with inert gas before being operated.
3The pressure must be regulated above 10 mbar during the vacuum process. Otherwise, solvents
other than hexane and methanol would also be significantly removed through evaporation. Further-
more, with a pressure lower than 10 mbar, the flask would be significantly cooled down due to the
violent evaporation of methanol.
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3.1.6 CdS shell growth

The shell growth procedure was developed by Peng’s group [1,2]. It was modified

by us to better adapt it to our conditions. The concentration of CdSe seeds Cseed were

determined by the extinction rate of the sample at 340 nm using the semi-empirical

equations [40]

εg = 1.74 +
1

0.89− 0.36rcore − 0.22r2
core

, (3.1)

ς = 154400r3
core,

where ς (L/(mol· cm)) is the extinction coefficient of the CdSe seeds, εg is in eV, and

rcore is in nm. Thus, Cseed = A/(ςdcuv), where dcuv is the size of the cuvette used

for the absorption test, and A denotes the measured absorbance. According to the

calculation, the amount of Cd(DDTC)2 solution (the precursor of the CdS shell) was

calculated by using the method suggested by Chen et al. [93]. Here the thickness

of the CdS layer was estimated with the bulk material parameter of 0.35 nm [69],

and by considering the QDs to be perfect spheres, the volume Vmo(n) of the nth CdS

monolayer is given by

Vmo(n) =
4π

3

{[
rcore + n× 0.35 nm

]3 − [rcore + (n− 1)× 0.35 nm
]3}

, (3.2)

Thus the number of CdS molecules, nCdS needed for growing the monolayer is

nCdS =
Vmo

VCdS

VseedCseed. (3.3)

Where Vseed denotes the volume of the CdSe seed suspension. Since one mol of

Cd(DDTC)2 provides one mol of Cd2+, the volume of Cd(DDTC)2 solution, VCd

needed for growing the monolayer is given by

VCd =
nCdS

0.15mol/L
. (3.4)

With the typical rcore = 1.5 nm, Cseed ≈ 1.5 × 10−5 mol/L and Vseed = 20 mL, the

amount of Cd(DDTC)2 solution for the 1st, 2nd, 3rd and 4th CdS layers are 113µL,

216µL, 350µL and 515µL respectively.
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The steps for the procedure are:

1. 10 ml pre-degased dodecane and octylamine mixture were loaded into the flask

with the washed CdSe seeds.

2. The temperature was raised to 80 ◦C (about 10 ◦C/min) while stirring at

800 rpm, the required amount of Cd(DDTC)2 solvent was added to grow a sin-

gle monolayer of CdS. The temperature was maintained for 5 min to allow the

Cd(DDTC)2 molecules to attach to the seeds.

3. The mixture was then heated up to 140 ◦C as quickly as possible while stirring

to initiate the reaction of the shell growth. After the temperature reached 140 ◦C, it

was maintained for 20 min to complete the growth process. Then the mixture was

allowed to be cooled down to 80 ◦C.

4. The attach-growth procedure (steps 2 and 3) was repeated until the desired

thickness of the CdS shell has been achieved.

5. When finished, the heat mantle was removed to stop the reaction.

During the growth of the CdS shell, QY of the sample increases significantly. The

effect was so noticeable that after the growth of the first CdS monlayer, fluorescence

of the QDs can be observed with white light, resulting in a glittering appearance of

the suspension (similar to high QY dye solutions, such as Rhodamine 560). It was

also used as a quality check of the seed synthesis and cleaning procedure. However,

each Cd(DDTC)2 molecule contains one Cd and four S atoms (Cd(DDTC)2 is the

precursor for both Cd and S), excesive amount of S was provided to the reaction mix-

ture, generating unwanted byproducts, such as H2S. To perfect the following surface

passivation procedure, an extra cleaning process is required.

3.1.7 Surface treatment of the CdSe/CdS (core/shell) QDs

H2S is a byproduct generated during CdS shell growth. Peng et al. [2] suggested

that this byproduct can optically quench the QDs by providing ion-traps on QDs’
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(a) (b)

Figure 3.3. Pictures of the CdSe/CdS QDs samples synthesized in
our lab. (a) The sample right after synthesis (the bright yellow band
is obtained by illuminating with an UV lamp from the bottom right
side) (b) Three batches of CdSe/CdS QDs samples. The shell thick-
ness of the orange (left), red (middle) and brown (right) samples are
identical (4 monolayers) with rcore ≈ 1.33 nm (orange), 1.52 nm (red)
and 1.62 nm (brown) respectively. rcore is determined by using the
“partical-in-a-sphere” model.

surfaces. Ar purging has been proved to be an efficient way to remove H2S from the

suspension.

To further improve the QY of QDs, CdFt was used to finish the surface treatment

[1,2]. Its amount was calculated by considering it as the fifth CdS monolayer, leading

to a typical value of 690µL. The specific steps are:

1. The solvent was purged with Ar at 80 ◦C (H2S can be removed more effectively

at high temperature, but a temperature above 80 ◦C may lead to undesired growth

in CdS) for 15 min to remove the H2S generated during the synthesis.
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(a) (b)

Figure 3.4. (a) Absorption spectra of the CdSe QDs sample before
(red) and after (blue) growth of CdS shell. The sample was synthe-
sized on Jan-4-2018, with rcore ≈ 1.32 nm (εeff

g = 2.13 eV) and an
80 meV red shift was observed in QDs absorption spectra after the
shell growth. (b) PL spectrum plotted in logarithm scale. The sample
was from batch 2. The PL spectrum was obtained with εex = 3.05 eV.

2. 690µL of CdFt solution was added.

3. The QD suspension was heated up to 50 ◦C (about 5 ◦C/min) for 10 min to

complete the attachment of the CdFt.

4. The heat mantle was removed to stop the process.

5. Finally, the argon purged QDs suspension was transferred into amber glass

vials with inert gas protection.

A picture of the sample (rcore ≈ 1.32 nm) after complete synthesis is shown in

Fig. 3.3(a). The existence of QDs was proved by illuminating the suspension with a

UV lamp, where a bright stripe was observed on the right bottom corner facing the

UV lamp. This and other two samples with different sizes, rcore ≈ 1.52 nm (red) and

1.62 nm (brown) respectively, are shown in Fig. 3.3(b). Here rcore is determined by

using the “particle-in-a-sphere” model.

Typical absorption spectra of the CdSe seeds and corresponding CdSe/CdS sample

are shown in Fig. 3.4(a) (from batch 1, absorption spectra of samples from different

batches are shown in the appendix). A redshift and narrowing of the sample’s ab-
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sorption features are observed, indicating a successful growth of CdS shell with size

narrowing effect [1]. On the other hand, no observable absorption feature associated

to CdS was found, indicating there is no nucleation of CdS seeds during the shell

growth procedure. The PL spectra of the CdSe/CdS QDs is shown in Fig. 3.4(b).

The low energy tail observed in CdSe seed’s PL spectrum has disappeared, showing

strong evidence of complete surface passivation.

QDs ensembles’ first absorption maximum (defined as the absorption edge) and PL

spectral center (defined as the PL emission energy) are used to describe the samples.

There were six batches of CdSe/CdS samples in total synthesized in our lab, which

information is listed in table 3.4. There’s about 0.1 nm difference in QDs’ effective

radius estimated by Eq. 3.1 and the “particle-in-a-sphere” model. The values derived

from the “particle-in-a-sphere” model was used instead of as the lattice structure is

more distorted (expansion) close to the surface (one end is free), expecting a core

contraction after the shell growth. On the other hand, it needs to be pointed out that

the difference between Eq. 3.1 and the “particle-in-a-sphere” model can be removed

by adjusting the intrinsic band gap value to 1.7 eV, as reported in Sze’s book [94].

Spectroscopic techniques used to acquire the data will be discussed in section 3.3 and

3.5.

3.2 X-ray diffraction (XRD) test

The crystal structure of the QDs seeds were determined by XRD (Bruker D8

Discover A25). QDs samples were cleaned twice with methanol before XRD measure-

ments to remove the oleic acid and other ligands inside the suspension, hence reducing

background noise. After cleaning, the sample was first transferred into hexane, then

deposited onto a piece of (100) silicon wafer. To get enough signal from the QDs

sample, multiple depositions were performed, followed by air-drying to create a thick

(hundreds of µm) layer of stacked QDs. The XRD scanning rate was chosen to be

0.5 s to 1 s per 0.02 deg in 2θ. Power of the X-ray beam was set to be 50 kW. A
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Table 3.4.
PL information of the QDs synthesized in six batches.

Batch Absorption energy PL emission energy Effective core radius

(ev) (eV) (nm)

1 2.133 2.077 1.33

2 2.059 2.021 1.52

3 2.022 1.981 1.62

4 2.129 2.077 1.34

5 2.053 2.010 1.53

6 2.097 2.048 1.41

typical result is shown in Fig. 3.2, where three broad peaks can be observed at 2θ

(a) (b)

Figure 3.5. Typical X-ray diffraction result of the homemade CdSe
seeds with the characteristic XRD signal of CdSe with (a) zinc-blende
crystalline structure (blue), (b) wurtzite crystalline structure (red).

values of 25◦, 43◦ and 50◦, which correspond to the characteristic signals of the (111),

(220) and (311) directions of the zinc-blende CdSe crystals. The broadening of the

peaks arises from the limited periodical structure of the QDs due to their small size.

When comparing to the characteristic signals of wurtzite CdSe crystals (Fig. 3.5(b)),
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missing (102) and (103) peaks is a strong evidence of the absence of the wurtzite

crystalline structure for the QDs. The signal from the (100) silicon substrate was ob-

tained by scanning the silicon wafer only in the same orientation and with the same

parameters, then subtracted from the sample’s XRD result. As a conclusion, grown

CdSe QDs do have zinc-blende crystalline structure.

3.3 Absorption spectroscopy

The information of QDs samples’ band edge was obtained using absorption spec-

troscopy. During an absorption test, the spectrometer compares the light intensity

passing through an optical window with (Is) and without (I0) the sample. The data is

typically recorded in the form of absorbance, A = −log Is
I0

. Quartz cuvettes with 1 cm

optical path were used as the sample holders for absorption spectroscopy experiment.

In the case of CdSe seeds, although the Ar flow was on during the entire synthesis,

observable degradation (precipitation of ligands) was observed overnight. To mini-

mize the time gap between the seed synthesis and the following cleaning and coating

procedures, absorption spectroscopy was performed right after synthesis (Varian Cary

50 Bio UV-visible spectrometer was used as a field equipment). For the same reason,

the spectral resolution was set to be 1.5 nm with a scanning rate of 60 nm/s to provide

a fast scan. The scanning light of the spectrometer is generated by a built-in Xenon

lamp working together with a monochromator. The baseline of the absorption spec-

tra I0 was obtained by scanning a cuvette loaded with hexane only. Then the sample

was diluted in hexane 20 times by volume as the raw suspension of the seeds was too

concentrated to achieve an A value within the dynamical range of the spectrometer

(diluting the sample by 20 times was empirical).

The absorption spectra of the CdSe/CdS QDs samples were obtained by using a

Thermal Scientific Evolution 600 UV-Vis spectrometer. The base absorption line I0

was obtained by testing the cuvettes with solvent (i. e. hexane) only. After that,

typically 100µL of the QDs suspension was added into the same cuvette to derive
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a maximum absorbance in the range of 1.5 ∼ 3 (an apparatus error occur when the

absorbance is higher than 3, and the signal to noise level is not good below 1.5). The

light source of the spectrometer is a built-in Xenon lamp sent through the built-in

monochromator followed by a slit to generate a 2 nm bandwidth beam. The spectral

resolution was chosen to be 0.1 nm at a scanning rate of 1 nm/s. As the scanning

time was long enough, the collected data was already averaged by the machine (20

data points for each pixel) before saving the data.

3.4 Photoluminescence quantum yield measurement

PL QY describes the efficiency of the induced exciton to decay radiatively. To

measure the QY of our QDs samples, a relative method was used [95]. The method

assumes that for a given experimental setup the collection efficiency through PL

emission is fixed for all samples. Therefore, the total PL intensity,Itotal
PL and the

absorption of the excitation light A(εex) satisfy the relation,

Itotal
PL = ΛηA(εex), (3.5)

where Λ is the collection coefficient determined by the experimental setup. By as-

suming Λ only depends on the geometry of the system, a dye solution with well

documented QY ηref is introduced as the reference for the measurement,

Itotal
PL, ref = ΛηrefAref(εex). (3.6)

In the fluorescence spectrometer, the collection window (round shape) faces one side

of the cuvette. As shown in Fig. 3.6, only PL light emitted within the angle θ will

enter the collection window. The cuvette’s size is much smaller than the windows

diameter, where

sinθ = sinθc

√
ε

εs
. (3.7)

θc denotes the maximum incident angle will enter the collection window from the

cuvette’s wall (refraction inside the cuvette’s wall is ignored). εa and εs are the
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Figure 3.6. Schematic plot of the emission light path inside the fluo-
rescence spectrometer (top view).

dielectric constants of the air and the suspension solvent respectively. Since θc and

εa are fixed, then the solid angle Ωc sub by the spectrometer is

Ωc = 2π

∫ θ

0

sinθ′dθ′ = 2sin2 θ

2
≈ 2
(θ

2

)2

=
1

2

εa
εs
. (3.8)

Here the condition that θc is small (the collection window is 10 cm away from the

cuvette) was applied. Therefore, the sample’s QY can be derived from Eq. 3.5, Eq.

3.6 and Eq. 3.8

η =
Itoal

PL

A(εex)

Aref(εex)

Itotal
PL, ref

εs
εref

ηref. (3.9)

where, ε and εref are the permittivities of the solvents for the sample and the reference

dye respectively. In practice, the excitation provided by the PL spectrometer has a

given bandwidth with a specific spectrum based on the type of lamp used. Hence,

the effective absorption rate at the excitation energy should be redefined as

Aeff =

∫ εex+δε

εex−δε
A(εex)dεex. (3.10)

εex ± δε is the upper/lower limit of the energy of the excitation light. On the other

hand Itotal
PL is derived by integrating the whole PL spectrum,

Itotal
PL (ε) =

∫ ε+

ε−

IPL(ε)dε, (3.11)
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where ε is the energy. Therefore, according to Eq. 3.10 and Eq. 3.11, Eq. 3.9 can be

rewritten as,

η =

∫ ε+
ε−
IPL(ε)dε∫ εex+δε

εex−δε A(εex)dεex

∫ εex+δε

εex−δε Aref(εex)dεex∫ ε+
ε−
IPL,ref(ε)dε

εs
εref

ηref.

To increase the precision of the measurement, Itotal
PL and Aeff are measured with differ-

ent concentrations of the sample and the reference dye. As a function of concentration

Itotal
PL is linear in Aeff,

Itotal
PL (ε) = s×Aeff(ε) + y0. (3.12)

In Eq. 3.12, y0 should be zero, a good indicator for a proper measurement. The QY

of the sample η can be calculated with the slopes, s, sref of the linear fits of the data

points for the sample and reference respectively,

η =
s

sref

εs
εref

ηref. (3.13)

PL and absorption spectra of the QDs are usually heavily overlapped, such that

re-absorption processes are significant when the concentration of the sample is high.

According to our experiments, the effect of the re-absorption can be neglected when

the absorbance of the excitation light is less than 0.15 (equivalent to 29% abosrption

rate). As shown in Fig. 3.7, significant non-linearity was observed when the sample’s

absorbance is higher than 0.15. On the other hand, PL and absorption spectra of the

reference dye used in the measurement should be similar to the ones of QDs samples

to ensure the assumption of the identical geometrical Λ value.

Absorption measurements were carried out with the same absorption spectrome-

ter used for the CdSe/CdS QDs samples absorption spectroscopy. PL spectra were

taken with a Varian Cary Eclipse Fluorescence Spectrometer system. Limited by the

lab condition Rhodamine 560 (also known as Rhodamine 110) dye purchased from

Exciton was used as the reference dye in our measurement. The absorption and emis-

sion spectra of the dye is around 530 nm, which is much a higher energy than the

absorption edge of the QDs samples. Meanwhile, due to the configuration of the QDs,

surrounded with CdFt, the surface ligands could be detached with heavy dilution (di-

luted more than 1 : 300), degrading the QDs’ QY significantly. Therefore, the test
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Figure 3.7. Plot of the sample’s PL intensity versus absorption. Data
was obtained with the QDs synthesis in batch 2 with excitation wave-
length of 495 nm.

Figure 3.8. QY measurement data of the QD samples from batch 1.
Black squares: dye, red dots: QDs.

was used as an rough evaluation of the QD quality. The dye was dissolved in ethanol

(70%, Sigma-Aldrich), with a well documented QY of 0.92 [96] and diluted to the
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Table 3.5.
Samples’ QYs measrued with the relative method.

Batches QY (%) Nominal size (nm)

1 47.5 1.33

2 60.7 1.52

3 55.5 1.62

4 52.3 1.34

5 39.7 1.53

6 59 1.41

proper concentration values. QDs samples were diluted with hexane to 1 : 300 of the

original concentration at the beginning, and diluted by another 1 : 2 to 1 : 10 accord-

ing to the former absorption measurement. The samples and the dye solution were

loaded in the quartz cuvettes mentioned before. Data of a typical QY measurement

of the sample from batch 1 is shown in Fig 3.8, where both the sample (red dots) and

the dye (black squares) solution’s PL intensity was found to be linearly dependent on

the absorption. The measurement results of all the batches are shown in table 3.5.

Except for batch 5, a QY around 50− 60 % was observed in all batches, and best QY

were achieved in the batches with nominal size larger than 1.4 nm (except batch 5),

however, not enough for OR.

As mentioned above, the dye solution used was improper, the measurement did

not provide a reliable result for our samples. Furthermore, the QY of QDs has been

found to be significantly higher at SBE (QDs’ QY approaches unity as the excitation

energy decreases below the absorption edge [97, 98]), since non-radiative pathways

are reduced. Among different batches, however, their quality can be evaluated with

their relative measured QY values. Therefore, samples from batch 2 were used as the

candidate for OR experiments.
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Figure 3.9. Schematic plot of the fluorescent lifetime system. A:
Horiba 405 nm delta diode, B: neutral density filter, C: cuvette mount,
E: long pass filter (to filter out excitation light), D: photo detector.

3.5 Photoluminescence lifetime measurements

The PL lifetime of the QDs samples was measured by doing time-resolved PL

experiments. A Horiba Delta Pro Fluorescent Lifetime system was used to perform

such measurement. The system works with a built-in Horiba 405 nm delta diode as

the excitation light source, generating as short as 15 ps pulses. A schematic plot

is shown in Fig. 3.9, where the sample was placed in the cuvette. The excitation

pulse generated from the laser diode was attenuated by the neutral density filter

before reaching the sample. Fluorescent photons are detected perpendicularly to

the excitation path with a long pass filter inserted to reduce the scattered and back

reflected excitation light [99]. However to optimize the measurement, especially for

fast decay processes, which are temporally close to the scattering and back reflection,

silica particles with mean size of 40 nm suspended in hexane were used to obtain the

instrumental response function (IRF). All test samples were loaded in quartz cuvettes
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(a) (b)

Figure 3.10. (a) Decay curves of the instrumental response func-
tion(black), sample before CdFt treatment (red) and sample after
CdFt (treatment). (b) Decay curves of the sample before (black) and
after CdFt treatment (red) subtracted by the instrumental response
function. The sample used in the test were from batch 1.

used for running the experiment with QDs. The concentration of the sample was

controlled to give an absorbance value which is less than 0.1 [95] to ensure scattering

and re-absorption are negligible. During the test, significant differences were found

between samples with and without CdFt treatment. As shown in Fig. 3.10(a) where

the IRF curve (black) is plotted together with the raw radiative decay data (red

and blue). A much more linear profile in the log scare was observed in the sample

after CdFt treatment. By taking into account the IRF, the samples’ radiative decay

lifetime was derived by exponentially fitting the data, where a radiative single decay

lifetime of 24 ns was found. The observation agrees with the report from Peng’s

group [1], suggesting the successful production of high quality QDs.

3.6 Photoluminescence spectroscopy [100]

PL spectroscopy is the most critical measurement in our application, which pro-

vides information of our samples’ PL mean emission energy. The optical thermometry

for probing QDs’s temperature without physical contact was also developed using this
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Figure 3.11. Schematic of photoluminescence spectroscopy. A: laser
polarizer; B: focusing lens; C: capillary tube; D: collimating objective;
E: analyzer; F: high-reflective mirror; G: adapting objective

technique. Regular PL spectroscopy with high energy excitation (εex = 3.05 eV) is

straight forward (the excitation energies is not inside the observable PL spectrum)

and well documented. Therefore, this section is focused on the enhanced off-axis

collecting system designed for SBE PL spectroscopy.

3.6.1 Enhanced off-axis collecting system

According to sections 1.5 and 2.4, net cooling can be potentially achieved in

CdSe/CdS QDs with SBE. To examine it, the samples’ PL properties under SBE

needs to be evaluated. However, at SBE, the excitation energy is typically within the

range of the PL spectrum. Since the laser light is much stronger than the PL signal, a

homemade off-axis collecting system was built to avoid stray incident laser light. The

collection schematic is as shown in Fig 3.11. A HeNe laser or laser diodes with emission

wavelengths at 405 nm (3.05 eV), 635 nm (1.95 eV), 650 nm (1.91 eV) and 685 nm

(1.81 eV) were used as different excitation sources. Laser diodes were powered by a

Thorlabs LCD205C laser diode driver. A Thorlabs TEC200C temperature controller

was used to control the temperature of the laser diodes and slightly tune their emission
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(a) (b)

Figure 3.12. (a) QDs’ absorption strength at a typical sub-band exci-
tation energy compared to their first absorption maximum. (b) Sub-
band excitation photoluminescence spectra acquired with the off-axis
collecting system without adding any polarizer. The insert plot is
the negligible photoluminescence spectrum, when compared with the
laser peak, shown in the same scale as the main plot.

energy by ∼ ±30 meV. Due to the low absorption efficiency (as shown in Fig. 3.12(a),

typical value is around 2% of the first absorption maximum), even scattered laser

light is strong enough to affect the shape of the PL spectra (Fig. 3.12(b)). Therefore,

further filtering is needed to separate PL and scattered laser light.

Since the QDs are small (< 1/10 of the excitation wavelength), the scattering is

predominately Rayleigh scattering. Intensity of the scattered light by a single dot

within the solid angle Ω, Is,Ω is

Is,ΩdΩ =
π4d6Iin

8λ4
sin2θdΩ

(ε− 1)2

(ε+ 2)2
, (3.14)

where d denotes the diameter of the QD, λ denotes the wavelength of the incident

light, Iin is the intensity of the incident light, and ε denotes the permittivity of

the material. The angle θ is between the polarization of the incident light and the

direction of the scattered light. According to Eq. 3.14, Is,Ω can be reduced by using

smaller dots, excite the light with longer wavelength and making θ → 0. Smaller dots

have larger size dispersity [41, 43], while the surface tension would also be enhanced
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due to the larger curvature, which may cause structural defects (cracks) in QDs [101].

On the other hand, according to section 2.1, the effective energy band gap increases

as the size of the QDs decreases. For this reason and also limited by the available

light sources, making d much smaller is not an option. The wavelength of the incident

light is constrained by the QDs’ size and SBE, such that the adjustable range is also

limited. To minimize the sin2θ term, the polarization of the incident light should be

along the collection axis (the direction perpendicular to the laser beam and parrallel

to the paper in Fig. 3.11). We define the orientation of sending incident light with its

polarization along the collecting axis as P polarization and the perpendicular case as

T polarization. Therefore, with P polarized incident light, the scattered light along

the collecting axis would be zero. However, to maximize the collection efficiency

of the PL light, the solid angle of light collection needs to be as large as possible,

leading to a limited extinction ratio of the scattered light. To separate the PL light

from scattered light, another property of Rayleigh scattering is used in the setup. In

Rayleigh scattering, the polarization of the scattered light is along the θ direction of

the incident light. The property does not help when the incident light is P polarized,

where the scattered light is uniformly polarized along the radial direction in the view

of the collimating objective (see Fig. 3.13(a)). In the case of T polarized incident light,

the scattered light is polarized along the azimuthal direction (consider the collecting

axis as the z-axis, see Fig. 3.13(b)). Although the intensity of the scattered light

along the collecting axis is lager for T polarization, it is preferentially polarized in

the direction perpendicular to the laser beam. Hence, after using a polarizer, the

extinction efficiency of the scattered light would be significantly higher than the one

for the PL light (arbitrarily polarized).

To test that, an experiment was carried out with the setup shown in Fig. 3.11. A

pair of New Focus 5525 Glan-Thompson calcite polarizers were used in the experiment

with a nominal extinction ratio of 100000 : 1. One was placed at the location A

to adjust the polarization of the incident laser light, defined as the polarizer. The

other one was placed right above the collimating objective, used as an analyzer. T
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(a)

(b)

Figure 3.13. Intensity distribution of the scattered light in solid angle.
The QD is located at the geometry center, while the blue mesh indi-
cates the polarization direction of the scattered light. Polarization of
the scattered light (blue mesh) viewed by the collimating objective:
(a) With P polarized incident light. (b). With T polarized incident
light. Intensity of the scattered light is indicated by the radius of the
shape.
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polarization is defined as the zero degree for the polarizer, and the direction along the

laser beam was defined as the zero degree for the analyzer. Laser light with energy

3.05 eV was used as the incident light because the spectrum of the scattered light is

well isolated from the PL spectrum. The experimental data are shown in Fig. 3.14,

where the intensity of the scattered light yields a sine square curve with respect to the

analyzer’s angle when the polarizer is at 0◦ (the incident light is T polarized). A sine

square curve with smaller amplitude was observed when the angle of the polarizer

was at 40◦. When the light is P polarized, no explicit dependence on the analyzer

was found (results show a constant with noise). Accordingly, the idea was proved by

the experimental results and an extinction ratio of 127 : 1 was achieved when the

analyzer is set at 0◦.

By integrating the polarizers into the off-axis collecting system, the complete

setup for SBE PL spectroscopy was built. During the experiment, the laser was

first sent through a polarizer to generate T (into the paper in Fig. 3.11) polarized

light. Then, a lens with a focal length of 0.8 cm focused the polarized light onto

the sample (a capillary filled with QDs suspension. The capillary has a reported

wall thickness of 0.15 mm with an inner diameter of 1 mm). The emitted PL light

was collected and collimated by the collimating objective (with a numerical aperture

of 0.5) perpendicularly to the laser path. Right above the collimating objective an

analyzer was placed (polarization plane parallel to the laser beam, part E in Fig.

3.11). Then, the PL light was sent through a coupling objective, which has the same

f-number as the spectrometer does, into the entrance slit of the spectrometer. To align

the system, the laser with an energy of 3.05 eV was always introduced first to help

find the focal point of the excitation beam. A typical experimental PL result is shown

in Fig. 3.15, with the laser signal substantially suppressed and negligible compared

to the PL signal. Most importantly, significant UCPL, which is much stronger than

the DCPL was observed.
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Figure 3.14. Variation of the scattered intensity versus the angle of
analyzer when the polarizer is at 0◦ (black squares), 40◦ (red dots)
and 90◦ (blue triangles). Laser with energy 3.05 eV was used in the
experiment.

Figure 3.15. Photoluminescence spectra of the sample from batch 2
with εex = 1.956 eV.
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3.6.2 Specifics of the PL spectrometer [100]

The resolution of the spectrometer directly defines the precision of our measure-

ment. To achieve sub-meV resolution, a custom designed PL spectrometer was used.

The spectrometer was assembled with a Horiba Jobin Yvon Triax 550 monochro-

mator (effective focal length is 550 mm) and a Horiba SpectrumOne CCD 3000 imag-

ing system. As shown in Fig. 3.16, the collected PL light was first pre-focused with

an objective which matches the focal number (6.4) of the monochromator, then sent

through the entrance slit. Inside the monochromator, the light was collimated by

a concave mirror (M1) and sent onto the grating (G2 in the scheme) to transfer its

energy distribution into spacial distribution along the horizontal direction. A low

resolution grating (G1), and a high resolution grating (G2) with groove densities of

300 and 1200 grooves/mm respectively, were mounted on the rotary turret driven

by a high precision stepper motor, providing tunable spectral resolution and range.

The light was focused onto a 2000× 800 (width×height) CCD array. With this spec-

trometer, a waveledngth resolution of ∼ 0.16 nm (∼ 0.05 nm) with a band width of

∼ 180 nm (∼ 45 nm) was achieved by using G1 (G2). In working conditions, the

CCD array is cooled with liquid nitrogen to 150 K to achieve a dark current noise

< 3 electrons per hour per pixel and a readout noise around 4 to 10 electrons per

pixel. The entrance slit, rotary turret and the array are controlled by the CCD 3000

controller, while the whole system is remotely controlled by a computer through a

GPIB card.

3.6.3 Temperature dependent photoluminescence spectroscopy (optical

thermometry)

Temperature dependent PL spectroscopy was used to detect the changes in the

PL signal of the QDs sample at different temperatures, providing calibration for the

optical thermometry.
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Figure 3.16. Schematic top view of the inside of the monochromator.
A: entrance slit, C: CCD chip, M1 and M2: concave mirrors, G1:
low resolution grating mirror, G2: high resolution grating mirror, T:
rotary turret.

Figure 3.17. Schematic of the vertical cross-section of the cryostat.
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A Janis Supertran, which includes a ST-500 Microscopy Cryostat System was used

to control the temperature of the QDs samples. The schematic plot of the vertical

cross-section of the cryostat is shown in Fig. 3.17. The sample holder is a copper

disc machined with a center hole, connecting to a copper cold finger. Cryogen was

regulated in the copper tube surrounding the cold finger to provide cooling power,

meanwhile a heater with maximum heating power of 5 W was mounted onto the

cold finger to provide heating power. The heater with a negative slope thermal

resistor attached onto the cold finger were controlled by a Lakeshore 331S temperature

controller to regulate the temperature of the system, while the controller itself was

remotely controlled through a GPIB connection by using Labview on a computer.

Since the absolute temperature of the system was not critical in our measurement,

the manufacturer’s calibration of the temperature sensor was used. The temperature

data of the system was recorded at a rate of 20 samples per second and stored in the

computer. According to our application, where the targeting temperature range was

from 100 K to 300 K, liquid nitrogen was used as the cryogen of the system. The

cryostat was evacuated to a pressure around 5 × 10−6 mbar to avoid condensation

and to thermally decouple the sample from the environment.

First, a preliminary experiment was carried out with QDs samples bought from

NNlab to characterize the samples’ general temperature dependent PL properties

within a wide range of temperature (from 200 K to 300 K). The experiment could

not be carried out while keeping the QDs in the suspension, because the melting

points of the organic solvents forming the suspension are typically around the freezing

point of water (OAM and ODE are even higher around 290 K). Hence, samples

were pre-deposited onto a glass cover-slip, using a similar process as for XRD. A

droplet of the sample was deposited onto the cover-slip, and air-dried, the process

was repeated until a visible QDs layer appeared. A thin layer of vacuum grease was

applied to the copper disc before placing the cover-slip onto it to increase thermal

conductivity, minimizing the temperature difference between the cold finger and the

tested sample. The QD layer was placed right above the center hole of the copper
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disc sample holder. It is well known that the energy gap of semiconductors are a

function of temperature, which decreases monotonically as the temperature increases.

The property was also observed in semiconducting QDs [85,102,103]. Therefore, the

temperature dependence of the QDs’ PL emission energy was investigated. During

the test, the target temperature was remotely set from the Labview, and the real-

time temperature of the cold finger was monitored and recorded simultaneously. After

turning on the temperature control, a 20 min delay was granted to allow the system to

reach thermal equilibrium. An argon laser (εex = 2.41 eV) was used as the excitation

source with its power attenuated to 50µW. In fact, the PL processes as excited by

the argon laser, is dominated by DCPL, introducing the heating effect from phonon

emission processes [63, 77, 104]. Due to the good thermal contact provided by the

grease layer, the temperature change was negligible. The experiment was carried out

with two trials, first the sample’s temperature was increased from 200 K to 300 K

with a step size of 10 K, second, the temperature was decreased from 300 back to

200 K with the same step size. At each temperature, five PL spectra were collected

with a typical 10 s gap between them. The results are shown in Fig. 3.18(a), where

the sample’s emission energy decreased as the temperature increased, also the cooling

and heating trials agreed with each other. Hence, our setup was able to detect the

change in QD’s PL spectra with varying temperature. ε̄em and σ showed a monotonic

dependence on temperature, while a better sensitivity was observed in ε̄em. The

measurement precision increases with a higher intensity of the probe beam and is

inversely proportional to the square root of the number of measurements. In another

word, the more energy introduced by the probe beam, the better the measurement

precision would be. Ideally, any desired precision can be achieved. However, the PL

processes excited by the probe beam are energy down-conversion processes, creating

a net heating effect. Therefore, the smallest measurable temperature change in the

sample is the competition result between the precision improvement and the extra

heating power introduced by the increased energy of the probe beam being used. This

is important to us as the temperature change in the sample is expected to be small.
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(a) (b)

Figure 3.18. QD sample’s meam emission energy versus temperature.
(a) preliminary test with CdSe QDs sample purchased from NNlab (b)
Calibration data within the temperature range of the OR experiment
(around room temperature), where a proportionality of −360µeV/K
was found with a typical uncertainty of ±35µeV. The sample used
in the measurement was from batch 2.

A test was carried out in our system to determine the optimal input power of the

probe beam and the details will be discussed in chapter 4.

It was reported that the optical properties of QDs, especially the QY usually

degrades significantly after removing them from the suspension [1]. The sample was

washed with acetone followed by precipitation, then re-suspended into hexane. The

phenomenon was also found in our sample. As shown in Fig. 3.19, a noticeable

decrease in the PL intensity was observed after moving them out of the original

solvent. Also ε̄rm changes, σs changes, etc. Thus, in the OR experiment the samples

were directly prepared with the synthesis suspension (in which the best QY were

reported [2]). Consequently, calibration of the optical thermometer was carried out

by using a sample prepared with the same method and in the same conditions for OR

experiment (which will be described in the section 3.7.1). The capillary was attached

to the copper disc with the help of a layer of vacuum grease and the portion containing

the QD samples was placed right above the center hole. The temperature of the cold



81

Figure 3.19. Photoluminescence spectra of the QD sample before
(black) and after (red) washing process. The plot was obtained using
the sample from batch 2.

finger was monitored and controlled with the temperature controller. For a given

temperature, 30 min was granted to allow the system to reach thermal equilibrium.

Then 10 PL spectra with εex = 2.41 eV (Ar laser) and a power of 50µW were taken.

Data are shown in Fig 3.18(b). The mean emission energy of the sample was slightly

lower than the value shown in table 3.4 (excited with εex = 3.05 eV) due to the lower

excitation energy of the Ar laser. Small deviation (±5 meV) in the mean emission

energy was also found in different samples withdrawn from the same batch, which

might come from the sample inhomogeneity. Since the experiment relies on measuring

energy difference, the vaiation was not important.

Here the mean emission energy was calculated with Eq. 2.49 and the standard

error of the mean was used as the error bars. As shown in Fig. 3.18(b), a typical pro-

portionality factor of −348.0± 16.4µeV/K was found for our sample, which confirms

Wang et al.’s report [85].
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3.7 Experiment of optical refrigeration

The experimental setup to realize optical refrigeration is described in this section,

including the data acquisition system.

3.7.1 Sample preparation

Capillaries pre-cut to 25 mm long (originally 10 cm long) were used as the sample

container. Their wall thickness and inner diameter are identical to the ones used

for the temperature dependent PL test. A small amount (∼ 4µl) of sample was

transferred to the center of the capillary (the length of the sample section is about

3 mm long), under inert gas protection. Then the capillary was sealed with superglue

on both ends to make it compatible with the vacuum environment.

3.7.2 Thermal isolation system

To make the cooling effect at SBE observable, the OR experiment was carried out

inside the cryostat with a pressure of ∼ 7.4 × 10−6 mbar and a thermal radiation

shield (a brass shell inside the cryostat covering the sample zone).

As shown in Fig. 3.20, the copper disc with center hole was replaced by a new

disc made of anodized aluminum. Between the disc and the cold finger, thermal

conductive grease was applied to create a uniform ambient temperature around the

sample and fix the disc. The aluminum disc has an opening on the bottom close to

the edge to allow the laser light to pass through. To prevent the pump laser beam

from directly shooting into the collection system, the laser light was send through

the opening and turned 90 degrees by a flat aluminum coated plate (working as a

reflective mirror). To reduce the thermal conductivity through the sample holder,

the capillary was supported by 2mm×3mm×4mm (width×length×height) pieces of

polystyrene at both ends.



83

Figure 3.20. Schematic plot of the OR experiment’s collection system.
i, focusing lens; ii, high reflective mirrors; iii, copper cold finger; iv,
polished aluminum coated plate; v, sample substrate including an
anodized aluminum plate and a thermal insulting support made of
expanded polystyrene; vi, optical windows; vii, collimating objective;
viii, adapting objective; ix, capillary loaded with QDs sample.

3.7.3 Alignment of the cooling pump laser with the optical thermometry

The schematic plot of the pumping and monitoring (optical thermometry) system

is shown in figure 3.21 (pictures of the real equipment are shown in Fig. 3.22(a) and

3.22(b)).

According to the calculation result (section 2.5), a diode laser with typical emis-

sion energy of 1.945 eV or a HeNe laser were used as the cooling pump. The optical

thermometry was applied by sending a much weaker Ar laser beam as a probe (typ-

ically, 7µW) colinear with the major pump beam by using a beam splitter. A pair

of high reflective mirrors were used to guide the probe beam into the beam splitter,

providing adjustment in both the beam location and direction. After placing the
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(a)

(b)

Figure 3.21. Schematic of the cooling and monitoring system: (a)
Orientation of the pump beam (diode laser), the probe beam (argon
laser) and controlling chopper, (b) programmed time sequence for
alternating the excitation sources between the pump laser and the
probe laser, where each measurement contains five consecutive pules
of probing laser with length τp and gap τs between two consecutive
probings. τc is the length between two measurement, during which
the cooling pump was on.

sample onto the sample holder, both lasers were sent into the system before vacuum-

ing the system. The beams were aligned by eye. Afterwards both laser beams were

blocked and the system was pumped down. After the system’s pressure reached the

base value (7.4× 10−6 mbar), the pump beam (attenuated to 100µW) was sent into
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(a) (b)

Figure 3.22. Pictures of the collection system, (a) light entrance of
the cryostat (b) vacuum and cryogen transfer line of the cryostat.

the system again while the probe beam remained blocked. By using the polarization

technique described in section 3.6.1, the collecting system (collimating objective) was

aligned first by maximizing the PL signal. Then, the pump beam was blocked, the

polarizers was removed and the probe beam was sent into the system. By adjusting

the guiding mirrors, the probe laser was further aligned by finding the maximum PL

intensity.

3.7.4 Time sequenced optical thermometry

A computer programmed chopper was used to alternate the excitation source

between the pump beam and the probe beam. During a complete OR experiment,

the temperature of the sample was monitored every τc seconds (typically, 30 s, 60 s

or 120 s). For each temperature measurement, five consecutive optical thermometry
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pulses were applied with the same exposure duration τp = 0.3 s and τs = 3.1 s (remove

the gap between two consecutive pulses, limited by the data acquisition time of the

spectroscopy system) to provide five data points. The entrance slit of the spectrometer

was triggered by the same computer program used for the chopper, such that it only

collected spectra while the probe laser was on. At the beginning of the OR experiment,

one or more temperature measurement were obtained while blocking the pump beam

to obtain the system’s base temperature. The pump laser was unblocked right after

the end of the final base temperature measurement, initiating the OR process. The

length of the experiment was preset into the computer program by defining τc and the

number of repetitions, while the OR process was terminated by blocking the pump

laser beam. The data were collected by the CCD controller and transferred to the

computer through the GPIB connection. Results from the OR experiments will be

presented and discussed in the next chapter.
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4. RESULTS AND DISCUSSION

4.1 Precision of the optical thermometry

As mentioned in section 3.6.3, the optical thermometry’s precision is improved

as the input energy of the probe light (Ar laser) increases. However, the heating

effect generated from the DCPL processes introduced by the probe beam would mask

the OR process, leading to a difficulty in observing cooling. An important reason to

use an Ar laser instead of the diode laser with 3.05 eV emission energy, is to reduce

heating. Therefore, the first experiment carried out with the OR setup was optimizing

the optical thermometry.

The solution was to introduce multiple probings with low total energy input (short

duration and low input power). Therefore, the heating effect of each probing was not

significant. Furthermore, in between the gap of two consecutive probing, the pump

laser can be introduced to reduce the overall effect of the heating processes. However,

limited by the spectrometer acquisition time, the shortest gap between two exposures

was around 3.3 s, five PL spectra would take over 15 s, therefore, to give a statistically

meaningful analysis without a significant data acquisition time, the number of PL

spectra taken for each measurement was limited to 5. According to section 3.6.3, to

be able to distinguish a temperature difference of 0.1 K, a typical resolution better

than 35µeV was required. With an input power of 5µW, the required resolution can

be achieved by setting the probe duration to 0.3 s. As shown in Fig. 4.1, an average

resolution of ±15µeV was achieved, where the standar error of the mean is used. The

fluctuation of the mean emission energy between measurements was attributed to the

temperature change of the environment, and not a reflection of the change of the TQDs

due to the thermometry processes. A time gap τc = 120 s between two measurements

was used in the test. To increase the time resolution of the optical thermometry,
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Figure 4.1. QDs’ mean emission energy measurement result. Each
data point is the mean value derived from five photoluminescence
spectra taken consecutively (3.3 s gap), with a duration of 0.3 s for
excitation and a input power of 5µW. The temperature was obtained
according to the sample’s own calibration data. The sample was from
batch 2.

shorter τc was used in the OR experiment and as a consequence, the effective heating

power was increased. Since a complete OR measurement cycle includes five probings

(five τps and four τss) and a pumping stage (τc), the mean heating power P̄h,o can be

calculated by

P̄h,o = α(εex)Pex
5τp

5τp + 4τs + τc

(1− ε̄em

εex

). (4.1)

Here, Pex = 5µW, εex = 2.41 eV, ε̄em = 2.023 eV (for sample from batch 2) and

P̄h,o ≈ 48.0 nW was derived with τc = 10 s.

As shown in Fig. 4.2, a limited heating effect of −29.6 ± 27.4µeV was observed

when the time gap was set to be 10 s. The situation was improved when increas-

ing the step to 30 s, the net energy down-conversion suggested by the data was

−16.9 ± 25.2µeV. In both cases, the heating effect was indistinguishable from the

environmental temperature fluctuation. Therefore, with the optical thermometry

temporal gap (τc) longer than 10 s per data point (not including the data acquisi-



89

Figure 4.2. Change in QD’s mean emission energy measured with
optical thermometry with a time gap (τc) of 10 s (upper pannel) and
30 s (lower pannel).

tion time), the heating effect was considered to be negligible and no correction was

necessary.

4.2 Cooling effect observed in the OR experiment

To achieve a better temporal resolution of the sample’s temperature (in terms of

the mean emission energy) information, τc = 10 s was used. As shown in Fig. 4.3(a),

three trials were carried out and their data points were plotted in three different

colors (black, red and blue). All of them were performed with the same sample,

with a 30 min relaxation time between each trial to allow the sample to relax to

its original temperature. Therefore, each trial was considered to be independent to

the others, and the effectiveness of the relaxation procedure was confirmed by the

observation that the starting mean emission energy of all three trials did coincide

with each other (within the experimental error). During the experiment, the pump

laser εex = 1.943 eV was introduced right after the first optical thermometry with a
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(a) (b)

Figure 4.3. Change of sample’s ε̄em during the OR experiment with
(a) τc = 10 s, (b) τc = 30 s. The experiment was carried out with
εex = 1.943 eV (1.5 mW), τp = 0.3 s and τs = 3.4 s. The sample is
from batch 2. Standard error of the mean was used for the error bar.
Different colors denote different trials of the experiment.

power of 1.5 mW. A noticeable increase in the sample’s mean emission energy was

observed with a typical value, ∆ε̄em = 154.7± 6.7µeV (determined by averaging the

data points after 150 s, standard error of the mean was used for the error bar). When

calculating ∆ε̄em, the initial value of the first trial was assigned as the reference. All

trials trended to stabilize around the value of 155µeV, suggesting good repeatability

of the experiment. To confirm the thermal equilibrium was established during the

OR process, experiments with longer τc value were carried out with the same sample.

Being identical to the experiment with τc = 10 s, three trials with 30 min gap between

each of them were performed. As shown in Fig. 4.3(b), with τc = 30 s, a similar sample

mean emission energy growth pattern was observed, and the saturation was confirmed.

Meanwhile, an increase of ∆ε̄em = 158.4±4.4µeV (determined by averaging the data

points after 150 s, where the standard error of the mean was used as the error) was

found in the mean emission energy, which showed excellent agreement to the ones with

τc = 10 s. According to the calibration data of the optical thermometry, a temperature

change of −0.45 ± 0.02 K was observed. As the results among different trials were



91

Figure 4.4. Temperature of the environment (cryostat, measured from
the thermister attached to the cold finger) during a typical experiment
(τc = 30 s).

very consistent, the possibility of the observed temperature change originating from

the environment was precluded. Another direct evidence came from the temperature

of the cold finger. The sample is covered by the brass shield, and all parts inside the

shield (except for the sample) were thermally well connected to the cold finger, the

environment temperature was treated to be identical to the one of the cold finger.

Shown in Fig. 4.4 is a typical plot of the environment temperature during a trial

(τc = 30 s) of the experiment. A mean value of 296.63 K with a standard deviation

of 0.05 K was found, while no observable correlation to the sample’s mean emission

energy was found. Therefore, the increase in the mean emission energy was generated

by the OR cooling processes and the fluctuation of the environmental temperature

was introduced as an error source. By combining all the data above, a complete plot

describing the sample’s temperature change under OR procedure are shown in Fig.

4.5, where the starting value was averaged over the trials from both τc = 10 s and

τc = 30 s experiments. Accordingly, a cooling effect of −0.42± 0.05 K was observed

in our sample.



92

Figure 4.5. Mean emission energy change produced by OR from ex-
periments with τc = 10 s (black squares) and τc = 30 s (red circles).
The first data point was averaged over trials for both τc = 10 s and
τc = 30 s experiments.

OR experiments with different excitation energies were also carried out. Experi-

mental parameters and results are summarized in Table 4.1. The normalized cooling

efficiency of the system gradually decreased to zero as εex decreased. This is an ev-

idence of the non-zero background absorption from the sample, which is true for all

practical systems. As shown in Fig. 4.6, since the temperature change of the sys-

tem was small (less than 1 K), the heat power due to the temperature gradient is

proportional to the temperature difference between the sample and the environment.

Therefore, the relative cooling power of the sample at each excitation energy can be

derived with the stabilized ∆ε̄em at the thermal equilibrium. By comparing them
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Table 4.1.
Experimental parameters and results for different excitation energies.
The experiment was carried out with the sample from batch 2.

εex (eV) Excitation power (mW) ∆ε̄em (µeV) Temperature change (K)

1.957 1.0 132.7± 26.3 −0.38± 0.08

1.943 1.5 158.4± 4.4 −0.42± 0.05

1.941 2.9 236.4± 25.7 −0.68± 0.07

1.930 3.0 90.0± 30.0 −0.26± 0.09

1.926 1.9 61.8± 24.8 −0.18± 0.07

1.918 1.0 −13± 27.8 +0.04± 0.08

with the calculation results predicted by our model (section 2.5), a QY of 99.8% and

a αb/α = 700 ppm was suggested by the experimental data.

4.3 Analysis of the OR experimental result

Thermal equilibrium is established when the heating power introduced by the

temperature gradient is identical to the cooling power. As mentioned in section 2.6,

analytical calculation of the system’s heating power through thermal conduction and

radiation processes are not doable. Therefore, simulations using Comsol Multiphysics

were used to evaluate the final temperature of an OR experiment at thermal equilib-

rium. Although the experimental data showed strong evidence of the cooling effect,

it was not confirmed by the simulation result, where a 0.1 K temperature change

per 10µW incident laser power was predicted. A 0.68 K temperature change was

observed, which according to our model, yields a net cooling power of 4.6 ± 0.5µW

(εex = 1.941 eV with incident laser power 2.9 mW). Possible causes of the difference

between the experimental result and the simulation need to be investigated. First, as

mentioned in section 2.6, the model does suggest a much larger temperature change

when the size of the cooling zone (the laser path inside the sample) is reduced. In
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Figure 4.6. Calculated cooling efficiency of the system according to
the experimental data (red dots) and the predicted cooling efficiency
curve from the semi-empirical model. The model was calculated with
η = 99.8% and αb/α = 700 ppm. The experiment was carried out
with the sample from batch 2.

the experiment, according to absorption measurements, the absorption efficiency of

the system was 33.9% at εex = 1.941 eV, therefore the intensity of the light can no

longer be considered to be uniform through the path inside the sample. However,

the mesh of the program cannot be made fine enough to provide a proper simulation

of the system. At the same time, the high absorption efficiency would suggest that

the reabsorption could be significant. To test it, the PL spectra at different concen-

trations (diluted with hexane) were taken. As shown in Fig. 4.7, the sample’s PL

intensity is linearly dependent on its concentration, suggesting negligible reabsorption

(refer to Eq. 1.10), when combined with unity QY, it would lead to a perfect effective

quantum efficiency.
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Figure 4.7. PL intensity of the sample at different concentrations. The
concentration is normalized with respect to the original (suspension
after synthesis) concentration of the sample. The sample is identical
to the one used in the OR experiment (from batch 2).

4.3.1 Thermal radiative processes of a quantum dot

Another possibility is that the thermal conduction at the scale of the QDs is very

different from the macroscopic situation, where the heat flow through the surface of

QDs (surrounded by ligands) is small. A considerable amount of the heat transfer

due to the temperature gradient is due to thermal radiation.

Considering the extreme case that the heat transfer between the QDs and the

environment is only contributed by thermal radiation. Since the size of QDs is much

smaller than the wavelength of the thermal radiation (room temperature), Stefan-

Boltzmann law is no longer applicable. According to Chang’s paper [105], the radia-

tion absorption power Pb(T ) of a nanosphere (blackbody) is given by

Pb ≈
75

π2

V
c3h̄4 Im(

ε− 1

ε+ 2
)(kBT )5. (4.2)

Here the permittivity of nano-spheres (QDs) is assumbed to be an energy independent

constant, ε(ε) ≈ εb through the thermal radiation spectrum. V denotes the volume of
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the sphere and Im denotes the imaginary part of the expression. The imaginary part

of bulk CdSe and CdS’s relative permittivities, are around 4.1× 10−7 and 3.7× 10−6

respectively [106] at infrared. Therefore, Im(εb,core) = 10−6 and Im(εb,shell) = 10−5

were assigned to the CdSe core and the CdS shell in the calculation respectively as

the upper bounds. The thermal radiation power of a QD is just the negative Pb(Tq),

where Tq is the temperature of the QDs. Therefore, heat transfer due to thermal

radiation for a QD P ′sb(T, Tq) is

P ′sb(T, Tq) = Pb(T )− Pb(Tq)

=
75k5

B

π2c3h̄4

[
VcoreIm(

εb,core − 1

εb,core + 1
) + VshellIm(

εb,shell − 1

εb,shell + 1
)
]
(T 5 − T 5

q ).

Vcore and Vcore denote the volume of the CdSe core and the CdS shell respectively.

In the case of εex = 1.941 eV, where a temperature drop of 0.68 K (T = 296.6 K)

was achieved, P ′sb ≈ 4.5 × 10−24 W. The radius of the QDs used in the calculation

was 2.9 nm (rcore = 1.5 nm and rshell = 2.9 nm), while the QDs were treated as

blackbodies.

On the other hand, the average cooling power of each QD P̄sc was calculated by

P̄sc = ᾱp,s ×∆ε̄u, (4.3)

where a unit QY was used in the calculation. Here ᾱp,s is the mean photon absorption

rate and ∆ε̄u is the mean PL conversion energy. ᾱp,s is defined as

ᾱp,s = αp/NQD, (4.4)

where αp is the sample’s total photon absorption rate and is given by

αp = α(εex)Pex/εex = 3.17× 1015 s−1. (4.5)

NQD is the total number of QDs inside the laser path. To calculate it, the volume

of the laser path through the sample Vex and the sample’s concentration CQD are

required. For the case of our setup, the laser was expanded to a beam size of 1 cm,

then focused on to the sample with a focal distance f = 15.2 cm. By considering the
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Figure 4.8. UCPL spectrum of CdSe/CdS QDs sample (batch 2) with
εex = 1.945 eV.

laser had a Gaussian beam profile, the size of the beam waist, 2w0 at the focal point

is given by

2w0 =
4λ

π

f

D
. (4.6)

Here, D denotes the beam size at the focal length (1 cm), and λ = 632.8 nm is the

wavelength of the laser. According to Eq. 4.6, w0 = 6.12µm was obtained. The

radius of a Gaussian beam w at distance x from the beam waist is given by

w(x) =

√
w2

0

[
1 +

( λx
πw0

)2
]
. (4.7)

According to Eq. 4.6 and 4.7, w(x = 0.5 mm) = 0.037 mm (assuming the beam’s

focal point is at the center of the capillary), which is much smaller comparing to the

radius of the capillary. Hence, Vex is approximately

Vex ≈
∫ 0.5 mm

−0.5 mm

πw(x)2dx = 1.18× 10−10 L.

As the volume of the QDs suspension was almost unchanged before and after CdS

shell growth, (see section 3.1), CQD was considered to be identical to the seeds concen-
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tration Cseed = 1.5× 10−5 mol/L. Therefore, about 1.07× 109 QDs were illuminated

by the laser. With an incident laser power of 2.9 mW, the mean photon absorption

rate of a single QD was 2.96× 106 s−1.

∆ε̄u was derived from the PL spectra at SBE obtained with the enhanced off-axis

collecting system for (technical details see section 3.6.1). The typical spectrum shown

in Fig. 4.8, where the UCPL is much more significant than the DCPL processes.

According to the data, ∆ε̄u with εex = 1.941 eV was 28 meV. Since the QY of the

system in OR experiment was almost unity, we consider all the photons absorbed

participated into the OR processes. Thus a net cooling power of 1.33× 10−14 W was

expected for a single QD, which is almost ten orders of magnitude higher than the

heat transfer through thermal radiation. As a conclusion, the thermal processes inside

the QDs samples are in between the classical heat conduction scenario (adapted by

Comsol Mutiphysics simulation) and the pure thermal radiation scenario.

4.3.2 Evaluation of multi-exciton processes

The result from section 4.3.1 can be used to evaluate the possibility of having

multi-exciton processes (also known as multiphoton processes), which could lead to

heating effects such as Auger processes. As shown in Fig. 4.9, the radiative decay

processes of the CdSe/CdS QDs sample yield a single exponential decay curve, with

a typical radiative decay lifetime of 24 ns, equivalent to a radiative decay rate of

4.17 × 107 s−1, which is more than one order of magnitude faster than αs calculated

in section 4.3.1 (2.96 × 106 s−1). Therefore, multi-exciton processes were precluded

from our system.

4.3.3 QDs’ PL lineshape properties in OR experiment

Besides the change in mean emission energy at high energy excitation, another

evidence of cooling effect is come from the PL lineshape at SBE.
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Figure 4.9. Typical radiative decay lifetime data of the CdSe/CdS
QDs from batch 2. A radiative decay lifetime, τr = 24 ns was ob-
served.

Figure 4.10. QDs sample’s PL spectrum obtained with εex = 1.957 eV
(black), 1.918 eV (red) and 1.884 eV (blue). The sample used was
from batch 2.
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Figure 4.11. Photoluminescence intensity ratio spectra of the QD
sample with εex = 1.944 eV. The curves are the ratios of photolumi-
nescence intensity after running the OR experiment for 4.3 s (black),
8 s (red), 11.3 s, 34 s, 52.8 s, 71.5 s, 78.9 s and 82.7 s normalized to
the first spectrum. The sample used was from batch 2.

The PL spectra of the QD samples at SBE were displayed in section 2.4 to show

the validity of our semi-empirical model. According to the data, the DCPL signal

become more significant as the excitation energy is decreased further away from the

absorption edge. As shown in Fig. 4.10, more asymmetric shape of the sample’s

(from batch 2) PL spectrum was observed at lower excitation energy, where the DC

part decayed much slower than the UC part. The observation is not fully described

by the semi-empirical model (still showing good agreement to the UCPL part) as a

Gaussian DOS was assigned to the surface states, leading to a rapid decrease of the

available excitonic states. At any rate, it can be used to analyze the cooling effect of

the OR experiment.

An increase on the energy gap due to a temperature decrease is equivalent to

effectively reducing εex. Hence, a cooling effect would change QD’s PL shape at SBE,
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(a) (b)

(c) (d)

Figure 4.12. Photoluminescence intensity ratio spectra of the sample
(a) εex = 1.930 eV (b) 1.918 eV (c) 1.905 eV (d) and 1.89 eV for
different times where the pump is on. The sample used in the test
were from batch 2.

leading to an increase in the relative strength of the DCPL. As shown in Fig. 4.11,

an unambiguous growth in the relative strength of the DCPL intensity was observed,

while the change saturated around 80 s, confirming the observation derived from the

optical thermometry. The values of the ratios between spectra were adjusted in such

way that they match at the excitation energy. The noise close to the edge of the

spectra is due the low photoluminescence intensity (the electronic noise is constant).

As shown in Fig. 4.12, when reducing the excitation energy, the enhancement in

the DCPL’s relative intensity also decreased and showed a net decrease below εex <
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1.905 eV. The observation confirmed the OR experimental results where the cooling

efficiency reduced to zero around εex = 1.905 eV as the excitation energy decreased.

Meanwhile, from the data a saturation for both SBE and optical thermometry

(high energy excitation). Therefore, the change in the sample’s PL spectra lineshape

also confirms the cooling effect observed by optical thermometry.

4.4 Investigation of the system’s relaxation processes after OR experi-

ment.

According to the data, the cooling effect observed in the OR experiments were

very limited. Therefore, the heat flow PH is linearly dependent on the temperature

difference ∆T ,

PH = H∆T,

where H is the heating coefficient. Hence, the heating rate dQ
dt

of the QD sample

during an OR experiment is,

dQ

dt
= H(Ten − T )− Pc. (4.8)

Here Ten and T denote the temperatures of the environment and the QD sample

respectively. By assuming thermal processes of the system following the Ohm’s law,

Eq. 4.8 becomes

C
dT

dt
= H(Ten − T )− Pc. (4.9)

Here C is the effective heat capacitance of the sample. Applying the boundary con-

dition, T (0) = Ten, the solution of Eq. 4.9 is

T (t) = Ten −
Pc

H
(1− e−

H
C
t). (4.10)

According to Eq. 4.10, the temperature change of the sample due to OR processes is

expected to follow a single exponential curve with a characteristic time τ = C
H

.

The experimental setup to examine the prediction was identical to a regular OR

experiment. In order to reveal the relaxation processes of the system, the optical
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Figure 4.13. Mean emission energy of the sample’s PL spectra during
the experiment. τc = 30 s was used in the experiment, where the pump
laser (εex = 1.941 eV) was introduced right after the fifth temperature
measurement (green arrow) and turned off right after the eleventh
measurement (red arrow).

thermometry measurements were collected after the pump laser was blocked. Sev-

eral optical thermometry measurements were performed before the pump laser being

applied to characterize the original state of the system. As shown in Fig. 4.13,

the sample’s mean emission energy increased right after introducing the pump laser

(right after the fifth temperature measurement, green arrow. After the pump laser

was removed (right after eleventh temperature measurement, red arrow), the sam-

ple’s mean emission energy gradually recovered to the base value following a similar

pattern. Both the ε̄em increasing and decreasing processes can be described by ex-

ponential curves with a characteristic time τ = 180 s. Another trial was carried out

with longer OR procedure and the result is shown in Fig. 4.14. A similar pattern

of the sample’s mean emission energy was found as the pump laser was introduced

(right after the forth temperature measurement, green arrow) and removed (right af-
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Figure 4.14. Mean emission energy of the sample’s PL spectra during
the experiment with longer duration. During the experiment τc = 30 s
was used in the experiment, where the pump laser (εex = 1.941 eV)
was introduced right after the fourth temperature measurement (green
arrow) and turned off right after the eleventh measurement (red ar-
row).

ter the twentieth temperature measurement, red arrow). In this trial, the cooling and

the heating patterns can still be described by the exponential curves with the same

τ = 180 s. As a conclusion, though the magnitude of the temperature change remains

unclear, a thermal response was observed as evidenced by the sample’s mean emis-

sion energy during the OR experiment. The data showed strong evidence that the

net cooling effect was achieved in our OR experiment, with a maximum temperature

drop of 0.68± 0.07 K.
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5. SUMMARY AND PROSPECTS

Implementation of OR in QD materials was achieved for the first time. An OR

experiment was designed and carried out in our lab and a maximum temperature

drop of 0.68±0.07 K was observed in the zinc-blende crystalline CdSe/CdS (core/shell

structure) QD samples under laser excitation (εex = 1.941 eV).

A modified synthesis procedure based on a recently developed method [1, 2], was

used to produce QDs samples. The method was reported to be able to ensure a per-

fect PL QY of the QDs, by removing any surface defects through surface passivation

(an almost perfect PL QY is the most important criterion for a system to achieve

OR according to the existing theoretical models of OR in solids). The characteri-

zation data of our homemade samples suggested a complete surface passivation was

accomplished during our QDs production. However, the QY tests did not confirm

the result, yielding a QY value of 60% for our sample. The research was able to be

carried on based on a QDs property being reported by Loomis’s group [97] that the

QY of core/shell structure QDs approaches unity as the excitation energy decreases

below the absorption edge.

The net cooling effect in the zinc-blende CdSe/CdS QDs was provided by the

net energy up-conversion in QDs’ mean emission energy at SBE, which was observed

in our lab with the help of an enhanced-off-axis-collecting system developed for this

research. The possible cooling mechanism was evaluated with a semi-empirical model

developed in our lab. The model suggested that the dominating UCPL process ob-

served in the QD samples’ PL spectra with SBE needed to take into account both the

LOP annihilation process and the acoustic phonon mediated exciton thermalization.

Furthermore, the optimized excitation energy for OR cooling efficiency was also pro-

vided by the model, where a positive cooling efficiency was predicted with εex around

1.94 eV with a maximum cooling efficiency close to 1%.
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Based on the calculation result, the predicted net cooling power that could be

achieved in the sample was limited. Thus, an OR experiment where the sample was

thermally isolated was designed and built. To test the small temperature change

produced by OR in the presence of heat exchange, an optical thermometry technique

based on the temperature dependent energy bang gap of CdSe QDs was developed. A

net cooling effect was observed within the range of the predicted excitation energies.

Despite a deviation in the sample’s temperature change between the experimental

data and the simulation result from Comsol Multiphysics software, solid experimental

evidence supports the observation that the net cooling effect in our sample was due

to the OR processes.

As a conclusion, OR was achieved in our sample, while a maximum cooling power

of 4.6±0.5µW has been observed in our experiment. Data analysis suggests a cooling

power of 1.26×10−14 W per dot. Therefore, significant cooling power can be achieved

with a reasonable amount of QDs samples (i. e. 1 mol QDs from our sample could

produce 7.6 × 109 W cooling power under proper illumination conditions), as the

production of the QDs samples is suited for mass production.

This work has proved the capability of QDs materials to be used as a cooling sub-

stance for OR, which significantly expanded the possible candidates for OR (OR had

only been reported in three kinds of solids systems [11, 22, 107]). The QD materials

also provided a much wider selections of possible light sources for OR as their absorp-

tion and emission spectra are tunable by adjusting their size. The basic application

of the technique could be used to cooling systems by using laser light. With the help

of metamaterials, which can produce quasi-monochromatic light, the technique may

also been used in harvesting cooling effect from sun light. Another possible applica-

tion is using OR to cool the QDs in optical traps, where the heating effect due to

background absorption limits the trapping capability. OR can help realizing strong

spatial confinement of QDs (reaching quantum ground-state of QDs’ mass of center

motion) [105,108,109], which may help to develop new ultra-sensitive sensors [110,111]

and application for quantum information science [112].
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APPENDIX

Absorption and PL emission information of QDs samples from different synthesis

batches.

Figure 1. Absorption and PL emission spectra of the QDs synthesized
in batch 1. The PL emission spectra was derived with an excitation
energy of 3.05 eV.
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Figure 2. Absorption and PL emission spectra of the QDs synthesized
in batch 2. The PL emission spectra was derived with an excitation
energy of 3.05 eV.

Figure 3. Absorption and PL emission spectra of the QDs synthesized
in batch 3. The PL emission spectra was derived with an excitation
energy of 3.05 eV.



117

Figure 4. Absorption and PL emission spectra of the QDs synthesized
in batch 4. The PL emission spectra was derived with an excitation
energy of 3.05 eV.

Figure 5. Absorption and PL emission spectra of the QDs synthesized
in batch 5. The PL emission spectra was derived with an excitation
energy of 3.05 eV.
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Figure 6. Absorption and PL emission spectra of the QDs synthesized
in batch 6. The PL emission spectra was derived with an excitation
energy of 3.05 eV.

Figure 7. Absorption spectrum of the QDs synthesized in batch 2.
The sample was diluted with hexane by 300 times to derive precise
value of the absorbance at high energy excitation.


