Completeness of the Bethe Ansatz for the Periodic Isotropic Heisenberg Model
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Abstract. For the periodic isotropic Heisenberg model with arbitrary spins and inhomogeneities, we describe the system of algebraic equations whose solutions are in bijection with eigenvalues of the transfer-matrix. The system describes pairs of polynomials with the given discrete Wronskian (Casorati determinant) and additional divisibility conditions on discrete Wronskians with multiple steps. If the polynomial of the smaller degree in the pair is coprime with the Wronskian, this system turns into the standard Bethe ansatz equations. Moreover, if the transfer-matrix is diagonalizable, then its spectrum is necessarily simple modulo natural degeneration.
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1. Introduction

The problem to find eigenvalues and eigenvectors of the Hamiltonian of the Heisenberg model was first addressed by H. Bethe [Be] who looked for the eigenvectors in a certain specific form. His method and its various further extensions are nowadays called the Bethe ansatz. The current literature on the Heisenberg model and its counterparts in statistical mechanics, the six- and eight-vertex models, is enormous, so we limit our references here just to two classical books [B1], [KBI].

The Hamiltonian of the Heisenberg model can be included into a one-parameter family of commuting linear operators called the transfer-matrix, see [B1], [FT], [KBI], and the actual problem is to find eigenvalues and eigenvectors of the transfer-matrix. This can be done by the algebraic Bethe ansatz, see [FT], [FT], in the framework of the quantum inverse scattering method (QISM). Moreover, the QISM produces an integrable higher spin generalization of the Heisenberg model [KRS], [KR], that can be solved by the algebraic Bethe ansatz as well.

The Bethe ansatz approach reduces the problem of diagonalizing the transfer-matrix of the Heisenberg model to solving a system of algebraic equations, called the Bethe ansatz equations, and gives a recipe to construct an eigenvector and an eigenvalue of the transfer-matrix given a solution of the Bethe ansatz equations. In fact, not all solutions of the Bethe ansatz equations equations are equally good, and there are also selection rules on how to pick up acceptable solutions, that is, those that are better than others. It is desirable that all eigenvectors of the transfer-matrix can be obtained from acceptable solutions of the Bethe ansatz equations, and whether it is possible to achieve, say, by tuning the selection rules, is the question of completeness of the Bethe ansatz for the Heisenberg model on a finite lattice.

The completeness question was discussed in [Be] by H. Bethe himself and many times since then by various authors, see for instance, [Ki], [LS], [TV], [B2] and references therein. However, the question is not considered to be closed yet with more papers dealing with different aspects of the problem, see for example [DG], [GN], [KS].

This is the author’s manuscript of the article published in final edited form as:
In this paper we revisit the question of completeness of the Bethe ansatz and present the results that were obtained in the author’s previous works with E. Mukhin and A. Varchenko, together with recent progress for the higher spin model. For the already established statements, the goal is to translate them from the language of commutative algebra to a more familiar and accessible language of linear algebra, making the results easier to appreciate. To this end, the assertions might be slightly weakened for the sake of simplicity of presentation. Also, because of the change of language, the statements need not look the same as in the original papers referred to, or even it might be no straightforward counterparts there at all. To keep the paper shorter, details of translation are mostly omitted and the proofs of new results will appear elsewhere.

It turns out that the key to achieving the goal of completeness of the Bethe ansatz for the Heisenberg model is an appropriate modification of the standard Bethe ansatz equations. For a periodic spin-1/2 chain of length $n$ with inhomogeneities $z_1,\ldots,z_n$, the right system of algebraic equations describes the problem of finding a pair of polynomials $p(u), q(u)$ in one variable with the prescribed discrete Wronskian (Casorati determinant),

$$p(u + \frac{i}{2}) q(u - \frac{i}{2}) - p(u - \frac{i}{2}) q(u + \frac{i}{2}) = \prod_{s=1}^{n} (u - z_s),$$

see [MTV5], [MTV9]. For a periodic model, the transfer-matrix is SL(2)-invariant, that determines a natural degeneration of its spectrum. And modulo this degeneration, eigenvectors and eigenvalues of the transfer-matrix are in bijection with classes of pairs of polynomials $p, q$ satisfying (1.1), provided the pairs $p_1, q_1$ and $p_2, q_2$ are in the same class if they span the same two-dimensional vector space. In particular, the spectrum of the transfer-matrix is simple modulo the natural degeneration induced by the SL(2)-invariance of the model.

Similar result holds for the periodic higher spin chains. In this case, the spectrum of the transfer-matrix is also simple modulo the natural degeneration, and eigenvalues of the transfer-matrix are in bijection with the classes of pairs of polynomials $p(u), q(u)$ that have the prescribed discrete Wronskian $p(u + \frac{i}{2}) q(u - \frac{i}{2}) - p(u - \frac{i}{2}) q(u + \frac{i}{2})$ and whose discrete Wronskians with multiple steps

$$p(u + m\frac{i}{2}) q(u - m\frac{i}{2}) - p(u - m\frac{i}{2}) q(u + m\frac{i}{2})$$

are divisible by certain given polynomials. For the spin chain with the largest spin $\ell$, the number $m$ in (1.2) runs through integers between 1 and $2\ell$.

This result has a grain of surprise. One might expect that additional conditions on polynomials $p(u), q(u)$ for higher spin models could be formulated in terms of the Baxter equation

$$a(u)p(u-i) + d(u)p(u+i) = E(u)p(u).$$

However, what one can get this way is only the divisibility condition for the discrete Wronskian (1.2) with $m = 2$, and it is not sufficient for most of spin chains that contain spins higher than 1, see an example in Section 6.

The Bethe ansatz for the Gaudin model is understood nowadays much better than for lattice integrable models. The completeness of the Bethe ansatz is proved for the Gaudin model associated to any semisimple Lie algebra and any tensor product of its finite-dimensional representations, see [MTV0], [R]. The proof in [MTV0] relies upon the reformulation of the Bethe ansatz equations as the intersection equations for Schubert cells in the Grassmannians.
relative to osculating flags. For lattice integrable models, the Schubert calculus approach is applicable only partially and does not cover the most interesting cases, in particular, the homogeneous model. The divisibility conditions for discrete Wronskians with multiple steps do describe the intersection of Schubert cells in Grassmannians relative to secant flags once this picture is applicable. And it is an interesting question to find an appropriate geometric picture for the divisibility conditions that works for all cases.

In this note we consider the most rigid and degenerate case of the isotropic Heisenberg model (XXX model) with periodic boundary conditions. The results extend almost literally with due modifications to the case of the the XXX model with quasiperiodic (a.k.a. twisted) boundary conditions. An interesting question is to work out the case of the XXX model with open boundary conditions solvable by the Bethe ansatz. It turns out that solving the Bethe ansatz equations for a model with open boundary conditions is equivalent to imposing an additional symmetry on solutions of the Bethe ansatz equations for the “doubled” model with (quasi)periodic boundary conditions.

The case of the XXZ model, which is mostly discussed in the literature for completeness of the Bethe ansatz, is studied less than the case of the XXX model in the direction described in the paper. For generic anisotropy, the case of the XXZ model is likely to have only technical subtleties rather than principal difficulties compared to the XXX case. For generic quasiperiodic boundary conditions, including the pure periodic case, the results are expected to be similar to the case of the quasiperiodic XXX model, while for certain specific quasiperiodic boundary conditions, degeneration of the spectrum of the transfer-matrix can occur resembling the case of the periodic XXX model. On the other hand, the case of the XXZ model at roots of unity is more sophisticated due to the known large degeneracy of eigenvalues of the transfer-matrix. Nevertheless, it is plausible for this case too that the appropriate form of the Bethe ansatz equations yielding completeness of the Bethe ansatz describes pairs of functions with the given discrete Wronskian.

The plan of the paper is as follows. Section 2 describes the higher spin XXX model. In Section 3 we review the algebraic Bethe ansatz method and start to discuss the completeness question. In Section 4 we remind reformulation of the Bethe ansatz equations via discrete Wronskians of pairs of polynomials and the second order difference equations with a basis of polynomial solutions. The results on completeness of the Bethe ansatz for spin-1/2 models are given in Section 5, and for higher spin models in Section 6.

The author was supported in part by the Simons Foundation grant #430235.

2. Higher spin XXX model

Let $S^+, S^-, S^3$ be the generators of the Lie algebra $\mathfrak{sl}_2$:

$$[S^3, S^\pm] = \pm S^\pm, \quad [S^+, S^-] = 2S^3.$$ 

Let $V_\ell$ be the irreducible $(2\ell + 1)$-dimensional representation of $\mathfrak{sl}_2$, that is, the representation of spin $\ell$. Denote by $w_\ell$ the highest weight vector of $V_\ell$: $S^+ w_\ell = 0$, $S^3 w_\ell = \ell w_\ell$.

The space of states of the higher spin XXX model with spins $\ell_1, \ldots, \ell_n$ is the tensor product $\mathcal{H} = V_{\ell_1} \otimes \ldots \otimes V_{\ell_n}$. The local $L$-operator of the model is

$$L_a(u) = \begin{pmatrix} u + i S_a^3 & i S_a^- \\ i S_a^+ & u - i S_a^3 \end{pmatrix} \in \text{End}(\mathbb{C}^2 \otimes \mathcal{H}),$$
where $S^\pm_a$, $S^0_a$ are linear operators acting as $S^\pm$, $S^0$, respectively, on the $a$-th tensor factor and as the identity operator on the other tensor factors.

The monodromy matrix of the XXX model with inhomogeneities $z_1, \ldots, z_n$ equals

$$T(u) = L_n(u - z_n) \cdots L_1(u - z_1) = \begin{pmatrix} A(u) & B(u) \\ C(u) & D(u) \end{pmatrix},$$

and for the model with periodic boundary conditions, the transfer-matrix is

$$(2.1) \quad \mathcal{T}(u) = \text{tr} \, T(u) = A(u) + D(u).$$

It is known that the transfer-matrix forms a commutative family of operators on $\mathcal{H}$:

$$\mathcal{T}(u) \mathcal{T}(v) = \mathcal{T}(v) \mathcal{T}(u)$$

for any $u, v$. The question we are interested in is to find eigenvectors and eigenvalues of the transfer-matrix.

The Lie algebra $\mathfrak{sl}_2$ acts naturally on the space $\mathcal{H}$, the generator $S^\nu$ acting as the sum $S_1^\nu + \ldots + S_n^\nu$. The transfer-matrix $\mathcal{T}(u)$ commutes with this action,

$$(2.2) \quad [\mathcal{T}(u), S^\nu] = 0, \quad \nu = +, -, 3,$$

hence, every eigenspace of $\mathcal{T}(u)$ is invariant under the action of $\mathfrak{sl}_2$. To eliminate this degeneracy of the spectrum of the transfer-matrix, we consider the action of $\mathcal{T}(u)$ on the multiplicity spaces of irreducible representations of $\mathfrak{sl}_2$ in the representation $\mathcal{H}$. The multiplicity spaces are conveniently visualized as the subspaces of weight singular vectors

$$\mathcal{H}_k = \{ v \in \mathcal{H} \mid S^+ v = 0, \ S^3 v = (\ell_1 + \ldots + \ell_n - k) v \},$$

that are invariant under the action of $\mathcal{T}(u)$ due to (2.2). The subspace $\mathcal{H}_k$ is not trivial if only if $k$ is an integer such that $0 \leq k \leq \ell_1 + \ldots + \ell_n$.

We say that the spectrum of $\mathcal{T}(u)$ is simple modulo natural degeneration if $\mathcal{T}(u)$ is diagonalizable and all its eigenspaces are irreducible representations of $\mathfrak{sl}_2$.

We will assume that the inhomogeneities $z_1, \ldots, z_n$ satisfy the following condition:

$$(2.3) \quad \text{Let } X_s = \{ z_s - i \ell_s, z_s - i (\ell_s - 1), \ldots, z_s + i \ell_s \}, \ s = 1, \ldots, n. \ \text{Then for any } r, s = 1, \ldots, n, \ \text{the sets } X_r \text{ and } X_s \text{ either do not intersect or one of them is a subset of the other.}$$

This condition means that the space $\mathcal{H}$ has no invariant subspaces under the action of the entries $A(u), B(u), C(u), D(u)$ of $T(u)$, see [T]. In other words, $T(u)$ defines an irreducible representation of the Yangian $Y(\mathfrak{g}l_2)$ on $\mathcal{H}$. It is known that under condition (2.3), the equivalence class of this representation does not depend on the order of pairs $(\ell_1, z_1), \ldots, (\ell_n, z_n)$. In particular, the spectrum of $\mathcal{T}(u)$ remains unchanged.

We will not assume that $z_1, \ldots, z_n$ satisfy some kind of reality conditions. So the transfer-matrix $\mathcal{T}(u)$ might be not diagonalizable. The results on completeness of the Bethe ansatz extends to such cases as well, but for the sake of simplicity, they are not completely covered in this paper.

It is relatively easy to show that $\mathcal{T}(u)$ is diagonalizable if all $z_1, \ldots, z_n$ are sufficiently large and after a permutation satisfy inequalities $|z_1 - z_2| \ll |z_2 - z_3| \ll \ldots \ll |z_{n-1} - z_n|$. 

Thus $\mathcal{T}(u)$ is diagonalizable for generic $z_1, \ldots, z_n$. The description of the exceptional locus of $z_1, \ldots, z_n$ is a very interesting problem, but it is out of reach for the moment. However, there are two cases when $\mathcal{T}(u)$ is known to be diagonalizable because its coefficients are normal operators relative to some positive definite scalar product on $\mathcal{H}$, see [MTV10]. The cases are as follows:

(2.4) There exists a number $c$ such that the polynomial $W(u-c)$ has real coefficients and $|\text{Im}(z_s - c)| < 1/2$ for all $s = 1, \ldots, n$.

(2.5) All $z_1, \ldots, z_n$ have the same real part and there is a subset $I \subset \{1, \ldots, n\}$ such that $|z_r - z_s| > \ell_r + \ell_s$ for all $r, s \in I$ and all $r, s \not\in I$.

Condition (2.4) covers the most physically interesting and, perhaps, the most challenging case of the homogeneous XXX model, $z_1 = \ldots = z_n = 0$.

3. Algebraic Bethe ansatz

The algebraic Bethe ansatz gives the following recipe to obtain eigenvectors and eigenvalues of the transfer-matrix $\mathcal{T}(u)$ on the spaces $\mathcal{H}_k$. Consider the reference state

$$|\emptyset\rangle = w_1 \otimes \ldots \otimes w_n \in \mathcal{H}_0.$$  

It is an eigenvector of the entries $A(u)$ and $D(u)$, and is annihilated by the entry $C(u)$:

$$A(u)|\emptyset\rangle = a(u)|\emptyset\rangle, \quad D(u)|\emptyset\rangle = d(u)|\emptyset\rangle, \quad C(u)|\emptyset\rangle = 0,$$

where

$$a(u) = \prod_{s=1}^{n} (u - z_s + i\ell_s), \quad d(u) = \prod_{s=1}^{n} (u - z_s - i\ell_s).$$

Let $k$ be an integer such that $0 \leq k \leq \ell_1 + \ldots + \ell_n$. Set

$$|t_1, \ldots, t_k\rangle = B(t_1) \ldots B(t_k)|\emptyset\rangle.$$  

It is known that the vector $|t_1, \ldots, t_k\rangle$ is a symmetric function of $t_1, \ldots, t_k$.

The Bethe ansatz equations is the following system of algebraic equations on $t_1, \ldots, t_k$,

$$a(t_s) \prod_{r=1}^{k} (t_s - t_r - i) = d(t_s) \prod_{r=1}^{k} (t_s - t_r + i), \quad s = 1, \ldots, k.$$  

Given a solution of the Bethe ansatz equations, the algebraic Bethe ansatz suggests a presumable eigenvector of the transfer-matrix.

**Theorem 3.1.** Let $t_1, \ldots, t_k$ be a solution of system (3.3) such that

$$t_r \neq t_s, \quad 1 \leq r < s \leq k.$$  

Then $|t_1, \ldots, t_k\rangle \in \mathcal{H}_k$ and

$$\mathcal{T}(u)|t_1, \ldots, t_k\rangle = E(u; t_1, \ldots, t_k)|t_1, \ldots, t_k\rangle,$$

where

$$E(u; t_1, \ldots, t_k) = a(u) \prod_{s=1}^{k} \frac{u - t_s - i}{u - t_s} + d(u) \prod_{s=1}^{k} \frac{u - t_s + i}{u - t_s}.$$
For a solution $t_1, \ldots, t_k$ of the Bethe ansatz equations, the vector $|t_1, \ldots, t_k\rangle$ is called the
Bethe vector. The question whether the construction of Theorem 3.1 produces all eigenvectors of the transfer-matrix $\mathcal{T}(u)$ in $\mathcal{H}_k$ is called the question of completeness of the Bethe ansatz. A part of discussion of the completeness is counting solutions of the Bethe ansatz
equations. Since both the vector $|t_1, \ldots, t_k\rangle$ and $E(u; t_1, \ldots, t_k)$ are symmetric functions of $t_1, \ldots, t_k$, this counting should not distinguish solutions of the Bethe ansatz equations obtained from each other by permutation of coordinates.

Introduce a polynomial $p(u)$ with the roots $t_1, \ldots, t_k$:

\begin{equation}
(3.5) \quad p(u) = \prod_{s=1}^{k} (u - t_s),
\end{equation}

We will always assume that $p(u)$ is related to $t_1, \ldots, t_k$ via (3.5).

It turns out that assumption (3.4) that the roots of $p(u)$ are distinct can be eliminated.

**Theorem 3.2.** Assume that the ratio

\begin{equation}
(3.6) \quad E(u; p) = \frac{a(u) p(u - i) + d(u) p(u + i)}{p(u)} \text{ is a polynomial.}
\end{equation}

Then $|t_1, \ldots, t_k\rangle \in \mathcal{H}_k$ and

\begin{equation}
(3.7) \quad \mathcal{T}(u) |t_1, \ldots, t_k\rangle = E(u; p) |t_1, \ldots, t_k\rangle.
\end{equation}

The proof of this statement is similar to that of Theorem 3.1 and relies upon the following well known formulae that can be proved by induction on $k$:

\[
\mathcal{T}(u) |t_1, \ldots, t_k\rangle = \frac{a(u) p(u - i) + d(u) p(u + i)}{p(u)} |t_1, \ldots, t_k\rangle + \sum_{s=1}^{k} \frac{a(t_s) p(t_s - i) + d(t_s) p(t_s + i)}{(u - t_s) p'(t_s)} |u, t_1, \ldots, t_{s-1}, t_{s+1}, \ldots, t_k\rangle,
\]

\[
S^+ |t_1, \ldots, t_k\rangle = i \sum_{s=1}^{k} \frac{a(t_s) p(t_s - i) + d(t_s) p(t_s + i)}{(u - t_s) p'(t_s)} |t_1, \ldots, t_{s-1}, t_{s+1}, \ldots, t_k\rangle.
\]

However, instead of canceling the “unwanted terms” individually, all those terms in each formula are summed up, and the obtained expressions are simplified using identities for rational functions.

Condition (3.6) gives a system of algebraic equations on the coefficients of the polynomial $p(u)$ explicitly written as follows. Let $y(u; p)$ be the remainder of division of the polynomial $a(u) p(u - i) + d(u) p(u + i)$ by $p(u)$, and consider its coefficients: $y(u; p) = \sum_{s=1}^{k} y_s(p) u^{k-s}$. Then the system of equations defined by (3.6) is

\begin{equation}
(3.8) \quad y_s(u; p) = 0, \quad s = 1, \ldots, k.
\end{equation}

Condition (3.6), hence system (3.8) clearly implies equations (3.3), while under assumption (3.4), equations (3.3) and (3.8) are equivalent.

Notice that the eigenvalue $E(u, p)$ in formula (3.7) uniquely determines the polynomial $p(u)$ via relation (3.6), see Proposition 3.3 below. This observation implies that nonzero
Bethe vectors $|t_1, \ldots, t_k\rangle$ are linearly independent as eigenvectors of the transfer-matrix $T(u)$ with different eigenvalues.

**Proposition 3.3.** Let $f(u)$ be a monic polynomial such that $\deg f \leq \ell_1 + \ldots + \ell_n$ and

$$a(u) f(u - i) + d(u) f(u + i) = E(u; p) f(u). \tag{3.9}$$

Then $f(u) = p(u)$.

**Proof.** By definition of $E(u, p)$, the polynomial $p(u)$ solves equation (3.9). And if $f(u)$ is a polynomial solution of (3.9) not proportional to $p(u)$, then the polynomial

$$Q(u) = p(u + \frac{i}{2}) f(u - \frac{i}{2}) - p(u - \frac{i}{2}) f(u + \frac{i}{2})$$

is nonzero and satisfy $a(u)Q(u - \frac{i}{2}) = d(u)Q(u + \frac{i}{2})$. Taking the subleading coefficient in $u$ in this equality yields $\deg Q = 2(\ell_1 + \ldots + \ell_n)$. Hence,

$$\deg f = \deg Q - \deg p + 1 \geq \ell_1 + \ldots + \ell_n + 1$$

since $\deg p \leq \ell_1 + \ldots + \ell_n$. \qed

One more requirement usually imposed on solutions of the Bethe ansatz equations is that

$$t_r \neq t_s + i, \quad r, s = 1, \ldots, k, \tag{3.10}$$

$$a(t_s) \neq 0, \quad s = 1, \ldots, k, \quad d(t_s) \neq 0, \quad s = 1, \ldots, k.$$

In other words, it is assumed that the polynomial $p(u)$ is coprime with each of the polynomials $p(u - i)$, $a(u)$, and $d(u)$. It is easy to show that if $p(u)$ obeys (3.6), then each line in (3.10) implies the others, and there exist $r, s = 1, \ldots, n$, and $m = 0, \ldots, k - 1$, such that $m = \ell_r + \ell_s + i(z_r - z_s)$ and $p(z_r - i\ell_r + il) = 0$ for any $l = 0, \ldots, m$. However, under condition (2.3), one has

$$|z_r - i\ell_r, z_r - i\ell_r + i, \ldots, z_s + i\ell_s, \tilde{t}_{m+2}, \ldots, \tilde{t}_k\rangle = 0$$

for any $\tilde{t}_{m+2}, \ldots, \tilde{t}_k$. Thus if assumption (3.10) fails, the Bethe vector $|t_1, \ldots, t_k\rangle$ vanishes and equality (3.7) becomes trivial.

Solutions of the Bethe ansatz equations satisfying conditions (3.10) are called *admissible*. It turns out that for an admissible solution of the Bethe ansatz equations, Theorem 3.2 does produce an eigenvector of the transfer-matrix.

**Theorem 3.4.** Let $p(u)$ obey conditions (3.6) and (3.10). Then $|t_1, \ldots, t_k\rangle \neq 0$.

If $p(u)$ is a nondegenerate solution of system (3.8), then the result follows from Theorem 3.6 below, which is a minor generalization of the Gaudin-Korepin determinant formula (3.11) for the norm of a Bethe vector. For degenerate solutions of system (3.8), the result of Theorem 3.4 is new, and its proof is similar to the proof of the analogous statement for the Gaudin model given in [MTV11].

Define a function $N(t_1, \ldots, t_k)$ by the rule

$$C(t_1) \ldots C(t_k) |t_1, \ldots, t_k\rangle = N(t_1, \ldots, t_k) |\emptyset\rangle.$$
This function is usually called the norm of vector \( |t_1, \ldots, t_k \rangle \). The Gaudin-Korepin formula (3.11) shows that the norm of a Bethe vector is essentially given by the Jacobian of the Bethe ansatz equations.

**Theorem 3.5** ([Ko]). Let \( t_1, \ldots, t_k \) be a solution of system (3.3) such that \( t_r \neq t_s \) for all \( 1 \leq r < s \leq k \). Then

\[
N(t_1, \ldots, t_k) = (-i)^k \prod_{s=1}^{k} d(t_s) \prod_{r=1}^{k} \prod_{1 \leq r < s \leq k} \frac{1}{(t_r - t_s)^2} \times \\
\times \det \left[ \frac{\partial}{\partial t_s} \left( a(t_s) \prod_{r=1}^{k} (t_s - t_r - i) - d(t_s) \prod_{r=1}^{k} (t_s - t_r + i) \right) \right]_{r, s=1}^{k}.
\]

Alternative proofs of formula (3.11) are given in [S], [TV].

Using the Vandermonde determinant, the Jacobian of system (3.3) in formula (3.11) can be converted into the Jacobian of system (3.8), see formula (3.12). This allows us to eliminate assumption (3.4) in Theorem 3.5.

**Theorem 3.6.** Let \( p(u) \) be a solution of system (3.8). Then

\[
N(t_1, \ldots, t_k) = (-1)^k \prod_{s=1}^{k} d(t_s) \det \left( \frac{\partial y_r}{\partial p_s} \right)_{r, s=1}^{k},
\]

where \( p_1, \ldots, p_k \) are the coefficients of \( p(u) : p(u) = u^k + \sum_{s=1}^{k} p_s u^{k-s} \).

Formula (3.12) follows from (3.11) by the deformation arguments using Proposition 3.7 below. Also, it is plausible that the proof of formula (3.11) given in [S] can be modified to work without assumption (3.4).

The next proposition established in [MTV5] is an important technically tool.

**Proposition 3.7.** For any \( z_1, \ldots, z_n \), system (3.8) has finitely many solutions, and their number counted with multiplicities does not depend on \( z_1, \ldots, z_n \). For generic \( z_1, \ldots, z_n \), all solutions of system (3.8) are nondegenerate and satisfy conditions (3.4) and (3.10).

All statements in this section, except the assertion of Theorem 3.4 for degenerate solutions of the Bethe ansatz equations, are obtained by a “direct” analysis of the algebraic Bethe ansatz formulae. These statements show that the Bethe ansatz equations (3.8) can have at most \( \dim \mathcal{H}_k \) admissible solutions. And if system (3.8) does have \( \dim \mathcal{H}_k \) nondegenerate admissible solutions, then the corresponding Bethe vectors form a basis of \( \mathcal{H}_k \); that is, the Bethe ansatz is complete. Moreover, the restriction of the transfer-matrix \( T(u) \) on \( \mathcal{H}_k \) in this case is diagonalizable and has simple spectrum.

It is widely believed that the Bethe ansatz is complete for generic \( z_1, \ldots, z_n \). It is indeed true, but the proof is not easy at all. Theorem 3.8 follows from the results of [MTV5], though the details are not straightforward.

**Theorem 3.8.** Let \( z_1, \ldots, z_n \) be generic. Then for any integer \( k \) such that \( 0 \leq k \leq \ell_1 + \ldots + \ell_n \), system (3.3) has exactly \( \dim \mathcal{H}_k \) nondegenerate admissible solutions and the corresponding Bethe vectors form a basis of \( \mathcal{H}_k \). Moreover, the spectrum of the transfer-matrix \( T(u) \) is simple modulo natural degeneration.
However, for particular \(z_1, \ldots, z_n\), it can happen that the number of admissible solution of the Bethe ansatz equations is strictly less than required for completeness of the Bethe ansatz. The simplest example is given by the homogeneous spin-1/2 model with \(n = 4\), and goes back to [AV].

**Example.** Let \(\ell_s = 1/2\), \(z_s = 0\), \(s = 1, \ldots, 4\), and \(k = 2\). Then \(\dim H_2 = 2\), but there is only one quadratic polynomial \(p(u)\) satisfying conditions (3.6) and (3.10):

\[ p(u) = u^2 - \frac{1}{12}, \quad E(u) = 2u^4 + 3u^2 + \frac{13}{8}. \]

It follows from Theorem 5.1 below that for the homogeneous spin-1/2 model with even \(n\), the number of admissible solution of the Bethe ansatz equations for any \(k \geq 2\) is strictly less than \(\dim H_k\).

### 4. Pairs of Polynomials

To deal with the question of completeness of the Bethe ansatz for arbitrary \(z_1, \ldots, z_n\), one has to take into account solutions of the Bethe ansatz equations that do not satisfy additional conditions (3.10). And there are two natural questions coming out: to figure out selection rules picking up the solutions that give rise to eigenvalues of the transfer-matrix, and to show that all eigenvalues can be eventually obtained this way. The key observation to answer the first question is described in Theorem 4.1. The second question is worked out in Theorem 4.2.

Define

\[ W(u) = \prod_{s=1}^{n} \prod_{r=1}^{2\ell_s} (u - z_s + i(\ell_s - r + \frac{1}{2})) , \]

and for \(m = 1, 2, \ldots\),

\[ W_m(u) = \prod_{s=1}^{n} \prod_{r=0}^{2\ell_s - m} (u - z_s + i(\ell_s - r - \frac{m}{2})) . \]

Clearly, \(W_1(u) = W(u)\), and \(W_m(u) = 1\) if \(m > 2 \max \{\ell_1, \ldots, \ell_n\}\). Notice that

\[ a(u) = \frac{W(u + \frac{i}{2})}{W_2(u)}, \quad d(u) = \frac{W(u - \frac{i}{2})}{W_2(u)}. \]

**Theorem 4.1.** Let the polynomial \(p(u)\) satisfy conditions (3.6) and (3.10). Then there exists a polynomial \(q(u)\) such that

\[ p(u + \frac{i}{2})q(u - \frac{i}{2}) - p(u - \frac{i}{2})q(u + \frac{i}{2}) = W(u) \]

and

\[ Q_m(u) = p(u + m\frac{i}{2})q(u - m\frac{i}{2}) - p(u - m\frac{i}{2})q(u + m\frac{i}{2}) \]

is divisible by \(W_m(u)\). (Recall that \(W_m(u) = 1\) if \(m > 2 \max \{\ell_1, \ldots, \ell_n\}\).)
The eigenvalue $E(u,p)$ in Theorem 3.2 is expressed as

\begin{equation}
E(u,p) = \frac{p(u+i)q(u-i) - p(u-i)q(u+i)}{W_2(u)}.
\end{equation}

The statement of Theorem 4.1 under assumption (3.4) goes back to [PS]. It was independently obtained in [MV2] in more general form. The proof of Theorem 4.1 avoiding (3.4) is similar to that of [LT, Proposition 4.1]. The part (4.5) for $m \geq 3$ is new. It follows by induction from the equality $Q_1(u) = W(u)$, see (4.4), and the recurrence relation

\begin{equation}
Q_m(u)p(u + (m-2)\frac{i}{2}) = Q_{m-1}(u - \frac{i}{2})p(u + m\frac{i}{2}) + Q_1(u + (m-1)\frac{i}{2})p(u - m\frac{i}{2}).
\end{equation}

The next statement shows that under conditions (4.4), (4.5), formula (4.6) produce all eigenvalues of the transfer-matrix. The statement follows from the results of [MTV2], see Corollaries 7.4 and 7.5 therein.

**Theorem 4.2.** Let a polynomial $E(u)$ be an eigenvalue of the restriction of $\mathcal{T}(u)$ on $\mathcal{H}_k$. Then there are a unique monic polynomial $p(u)$ of degree $k$ and a polynomial $q(u)$ such that they satisfy conditions (4.4) and

\begin{equation}
E(u) = \frac{p(u+i)q(u-i) - p(u-i)q(u+i)}{W_2(u)},
\end{equation}

cf. (4.6). Furthermore, the polynomials $p(u), q(u)$ satisfy condition (4.5).

**Lemma 4.3.** For a polynomial $E(u)$, the difference equation

\begin{equation}
a(u)f(u-i) + d(u)f(u+i) = E(u)f(u)
\end{equation}

has two linearly independent polynomial solutions if and only if there are polynomials $p(u), q(u)$ satisfying conditions (4.4) and (4.8). Moreover, if equation (4.9) has a polynomial solution that obey condition (3.10), then the polynomials $p(u), q(u)$ satisfy condition (4.5).

**Proof.** Clearly, if polynomials $p(u), q(u)$ satisfy conditions (4.4), (4.8), then they are linearly independent solutions of equation (4.9).

On the other hand, if $p(u), q(u)$ are linearly independent solutions of equations (4.9), then the polynomial

\[Q_1(u) = p(u + \frac{i}{2})q(u - \frac{i}{2}) - p(u - \frac{i}{2})q(u + \frac{i}{2})\]

is nonzero and satisfy

\[\frac{Q_1(u + \frac{i}{2})}{Q_1(u - \frac{i}{2})} = \frac{a(u)}{d(u)} = \frac{W(u + \frac{i}{2})}{W(u - \frac{i}{2})},\]

see (4.3). Normalizing $p(u), q(u)$ such that $Q_1(u)$ is monic yields equality (4.4), while formula (4.6) follows from (4.9) with $f(u) = p(u)$.

To prove the second sentence of Lemma 4.3, notice that the polynomials $Q_m(u)$ do not depend up to proportionality on a choice of linearly independent solutions $p(u), q(u)$ of equation (4.9). Thus one may assume that $p(u)$ obeys (3.10), so the claim follows by induction from the equality $Q_1(u) = W(u)$ and relation (4.7).
5. Completeness for spin-1/2 model

In the next two sections we formulate the final results on completeness of the Bethe ansatz for the XXX model. We will describe eigenvectors and eigenvalues of the transfer-matrix in terms of pairs of polynomials $p(u), q(u)$ such that $\deg p < \deg q$ and $p(u)$ is a monic polynomial. We call such pairs ordered pairs of polynomials. By a minor abuse of notation, we will assume that in the ordered pair of polynomials $p(u), q(u)$, the polynomial $q(u)$ of the higher degree is determined only up to adding a multiple of the polynomial $p(u)$ of the lower degree.

Clearly, there is a bijection between ordered pairs of polynomials and two-dimensional subspaces of $\mathbb{C}[u]$ defined by assigning to an ordered pair of polynomials $p(u), q(u)$ the span of $p(u), q(u)$. Nevertheless, we prefer to talk about ordered pairs of polynomials rather than two-dimensional spaces of polynomials since the former has closer psychological association with the original Bethe ansatz equations.

Clearly, for an ordered pair of polynomials $p(u), q(u)$, any determinant $p(u_1)q(u_2) - p(u_2)q(u_1)$ is not affected by the ambiguity in $q(u)$.

In this section we consider spin-1/2 models. That is, we take $\ell_s = 1/2$ for all $s = 1, \ldots, n$, so that $\mathcal{H} = (\mathbb{C}^2)^{\otimes n}$,

\begin{equation}
    a(u) = W(u + \frac{i}{2}), \quad d(u) = W(u - \frac{i}{2}), \quad W(u) = \prod_{s=1}^{n} (u - z_s).
\end{equation}

We replace condition (2.3) by a weaker condition

\begin{equation}
    z_s - z_r \neq i, \quad 1 \leq r < s \leq n.
\end{equation}

This condition means that vectors $|t_1, \ldots, t_k\rangle$ with various $k = 0, \ldots, n$, and $t_1, \ldots, t_k$ span the space $\mathcal{H}$, see [T].

Notice that for $\mathcal{H} = (\mathbb{C}^2)^{\otimes n}$, the subspace $\mathcal{H}_k$ is not trivial if and only if $k$ is an integer such that $0 \leq 2k \leq n$. Farther on in this section, we will assume that $2k \leq n$.

The next theorem is proved in [MTV5]. Similar result for the XXX-type integrable model associated with the Lie algebra $\mathfrak{gl}_N$, is obtained in [MTV9], see also [MTV7].

**Theorem 5.1.** Let $\ell_s = 1/2$ for all $s = 1, \ldots, n$, and $z_1, \ldots, z_n$ satisfy condition (5.2). A polynomial $E(u)$ is an eigenvalue of the restriction of $\mathcal{T}(u)$ on $\mathcal{H}_k$ if and only if there exists an ordered pair of polynomials $p(u), q(u)$ such that $\deg p = k$,

\begin{equation}
    p(u + \frac{i}{2})q(u - \frac{i}{2}) - p(u - \frac{i}{2})q(u + \frac{i}{2}) = W(u),
\end{equation}

\begin{equation}
    p(u + i)q(u - i) - p(u - i)q(u + i) = E(u).
\end{equation}

Moreover, the corresponding eigenvector is unique up to proportionality. In particular, if the restriction of $\mathcal{T}(u)$ on $\mathcal{H}_k$ is diagonalizable, then there exist exactly $\dim \mathcal{H}_k$ ordered pairs of polynomials $p(u), q(u)$ such that $\deg p = k$ and equality (5.3) holds.

Applying Lemma 4.3 gives another version of Theorem 5.1.

**Theorem 5.2.** Let $\ell_s = 1/2$ for all $s = 1, \ldots, n$, and $z_1, \ldots, z_n$ satisfy condition (5.2). A polynomial $E(u)$ is an eigenvalue of the restriction of $\mathcal{T}(u)$ on $\mathcal{H}_k$ if and only if the
difference equation
\[ a(u) f(u - i) + d(u) f(u + i) = E(u) f(u) \]
has polynomial solutions \( p(u), q(u) \) such that \( \deg p = k < \deg q \). Moreover the corresponding eigenvector is unique up to proportionality. In particular, if the restriction of \( \mathcal{T}(u) \) on \( \mathcal{H}_k \) is diagonalizable, then there exist exactly \( \dim \mathcal{H}_k \) polynomials \( E(u) \) such that equation (5.5) has polynomial solutions \( p(u), q(u) \) with \( \deg p = k < \deg q \).

Suppose there exists an ordered pair of polynomials \( p(u), q(u) \) such that \( \deg p = k \), equality (5.3) holds, and the roots of \( p(u) \) do not satisfy condition (3.10). Then by Theorems 5.1, 4.1, and 4.2, the number of admissible solutions of system (3.8) in this case is strictly less than the dimension of the space \( \mathcal{H}_k \). The simplest example is the same as at the end of Section 3.

**Example.** Let \( n = 4 \), \( \ell_s = 1/2 \), \( s = 0 \), \( s = 1, \ldots, 4 \), and \( k = 2 \). Then \( \dim \mathcal{H}_2 = 2 \), and there are two ordered pairs of polynomials \( p(u), q(u) \) such that \( \deg p = 2 \) and equality (5.3) holds: \( p(u) = u^2 + 1/4 \), \( q(u) = i u^2 + 5/4 \), and \( p(u) = u^2 - 1/12 \), \( q(u) = i u^2 + 1/4 \). However, only for the second pair, the roots of \( p(u) \) satisfy condition (3.10) and give an admissible solution of system (3.8).

This example can be generalized. One can show that for the homogeneous spin-1/2 model, \( z_s = 0 \), \( s = 1, \ldots, n \), with even \( n \), for any \( k \geq 2 \), there exist ordered pairs of polynomials \( p(u), q(u) \) such that \( \deg p = k \), equality (5.3) holds, and \( p(i/2) = p(-i/2) = 0 \), so the roots of \( p(u) \) do not satisfy condition (3.10).

6. Completeness for higher spin model

In this section we return to the general case. Recall formulae (4.1) – (4.3):

\[
W(u) = \prod_{s=1}^{n} \prod_{r=1}^{2\ell_s} \left( u - z_s + i(\ell_s - r + \frac{1}{2}) \right),
\]

\[
W_m(u) = \prod_{s=1}^{n} \prod_{r=0}^{2\ell_s - m} \prod_{r=m+1}^{2\ell_s} \left( u - z_s + i(\ell_s - r - \frac{m}{2}) \right).
\]

The next theorem is the main result of the paper.

**Theorem 6.1.** Let \( z_1, \ldots, z_n \) satisfy condition (2.3). A polynomial \( E(u) \) is an eigenvalue of the restriction of \( \mathcal{T}(u) \) on \( \mathcal{H}_k \) if and only if there exists an ordered pair of polynomials \( p(u), q(u) \) such that \( \deg p = k \),

\[
p(u + \frac{i}{2}) q(u - \frac{i}{2}) - p(u - \frac{i}{2}) q(u + \frac{i}{2}) = W(u),
\]

for any \( m = 2, 3, \ldots, \), the polynomial

\[
Q_m(u) = p(u + mi) q(u - mi) - p(u - mi) q(u + mi)
\]

is divisible by \( W_m(u) \), and

\[
\frac{p(u + i) q(u - i) - p(u - i) q(u + i)}{W_2(u)} = E(u),
\]
for the higher spin case. If the difference equation is divisible by \( W \) that has two linearly independent polynomial solutions \( p \) and \( q \).

Example. Let \( n = 4 \), \( \ell_1 = \ell_2 = 1/2 \), \( \ell_3 = \ell_4 = 3/2 \), \( z_s = 0 \), \( s = 1, \ldots, 4 \), and \( k = 4 \), so that \( W(u) = u^4(u^2 + 1)^2 \), \( W_2(u) = (u^2 + \frac{1}{4})^2 \), \( W_3(u) = u^2 \).

Then \( \dim \mathcal{H}_4 = 2 \), but there are three ordered pairs of polynomials \( p(u), q(u) \) such that \( \deg p = 4 \), equality (6.1) holds, and the polynomial \( Q_2(u) \) is divisible by \( W_2(u) \):

\[
\begin{align*}
p(u) &= u^4 + \frac{7}{6} u^2 - \frac{3}{80}, \\
p(u) &= (u^2 + \frac{1}{4}) (u^2 + \frac{9}{16}), \\
p(u) &= (u^2 + \frac{1}{4})^2,
\end{align*}
\]

Among these three pairs, only for one of them, (6.4), the roots of \( p(u) \) satisfy condition (3.10), and exactly for two of them, (6.4) and (6.5), the polynomial \( Q_3(u) \) is divisible by \( W_3(u) \). Therefore, the eigenvalues of the restriction of \( \mathcal{T}(u) \) on \( \mathcal{H}_4 \) are given by the polynomials \( 2u^4 + 9u^2 - 15/8 \) and \( 2u^4 + 9u^2 + 49/8 \) corresponding by formula (6.3) to pairs (6.4), (6.5), respectively, while the polynomial \( 2u^4 + 9u^2 + 81/8 \) corresponding to pair (6.6) is not an eigenvalue of \( \mathcal{T}(u) \).

Nevertheless, Theorem 5.2 survives almost literally for higher spin models satisfying the following condition:

\[
\ell_1 = \ell_2 = 1/2, \quad \ell_3 = \ell_4 = 3/2, \quad z_s = 0, \quad s = 1, \ldots, 4, \quad \text{and} \quad k = 4
\]

Theorem 6.2. Let \( z_1, \ldots, z_n \) satisfy condition (6.7). A polynomial \( E(u) \) is an eigenvalue of the restriction of \( \mathcal{T}(u) \) on \( \mathcal{H}_k \) if and only if the difference equation

\[
a(u) f(u - i) + d(u) f(u + i) = E(u) f(u)
\]

has polynomial solutions \( p(u), q(u) \) such that \( \deg p = k < \deg q \). Moreover, the corresponding eigenvector is unique up to proportionality. In particular, if the restriction of \( \mathcal{T}(u) \) on \( \mathcal{H}_k \) is diagonalizable, then there exist exactly \( \dim \mathcal{H}_k \) polynomials \( E(u) \) such that equation (5.5) has polynomial solutions \( p(u), q(u) \) with \( \deg p = k < \deg q \).
Theorem 6.2 follows from Theorem 6.1 by Lemma 4.3 and the next statement.

**Lemma 6.3.** Let \( z_1, \ldots, z_n \) satisfy condition (6.7). Assume that the polynomials \( p(u), q(u) \) satisfy condition (6.1), and the polynomial \( Q_2(u) \) is divisible by \( W_2(u) \). Then the polynomial \( Q_m(u) \) is divisible by \( W_m(u) \) for all \( m \geq 3 \).

**Proof.** The statement follows by induction on \( m \) from the next Plücker relation

\[
Q_m(u)Q_1(u + (m - 3)i_2) = Q_{m-1}(u - i_2)Q_2(u + (m - 2)i_2) - Q_{m-2}(u - i)Q_1(u + (m - 1)i_2).
\]

\[ \square \]
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