ABSTRACT

Big Tent, a large scale portable environment for 360 degree immersive video and audio artistic presentation and research, is described and initial experiences are reported. Unlike other fully-surround environments of an erasable size, Big Tent may be easily transported and setup in any space with adequate foot print, allowing immersive, interactive content to be brought to non-typical venues and environments. Construction and implementation of Big Tent focused on minimizing setup and tear down time, crew requirements, maintenance costs, and transport costs. A variety of different performance and installation events are discussed, exploring the possibilities Big Tent presents to contemporary multi-media artistic creation.

1. INTRODUCTION

Large-scale immersive environments serve as compelling venues for contemporary artistic exploration and research. These activated spaces allow creators to treat the environment as an instrument, using the walls as an interactive visual canvas coupled with surround audio systems (see [5]). However the spaces are typically expensive to create, have limited accessibility, and come with elitist maintenance costs, and transport costs. A variety of different performance and installation events are discussed, exploring the possibilities Big Tent presents to contemporary multi-media artistic creation.

2. BACKGROUND

One of the primary requirements of research in any field is replicability, serving as a basis for validating and sharing findings. Aesthetic explorations of Big Tent are intended to be highly replicable, hoping to make every examination repeatable and shown again and again, just as physical painting or a composition for orchestra. Much work in cutting-edge experimental areas either incidentally or incidentally denies or fails to honor this requirement. In fact, aesthetic research through artistic expression, which is the domain of all creative artists and musicians, can greatly benefit from embracing this model. Supporting experimental replication strengthens the field as a whole and enables more directed and connected creativity and research.

Figure 1. Big Tent performance event.
the differences in setup and technology employed in every case. It is as if every artist, more fundamentally, is inventing their own tools, equivalent to a painter making paintbrushes from scratch, fabricating their own canvases, and looking for the newest pigments with nearly every work. Learning from this wealth of experimentation and finding best practices is difficult.

In the field of music we look to the origination of the violin family of instruments and the aesthetic grounding this afforded as a model solution. Prior to the modern violin, string instruments were extremely diverse, with varied capabilities, tunings, playing techniques and expressive ranges. While composers worked with this large inventory of diverse musical abilities the dissemination of pieces was difficult. Once the violin as we know it began to spread, with its standard tuning, playing techniques, and pitch range, composers had effectively found a uniform canvas on which to work. When Mozart wrote a piece, he could be confident it would sound the same played in disparate locations such as London and Vienna. The consistency in the instrument, the musical toolset, allowed composers to share, explore, and learn from one another’s experiments (i.e. pieces), effectively mapping out the capabilities of the violin and its expressive potential (a process that continues today).

Big Tent aims to take steps in this direction as a modern music-technology instrument, providing a consistent canvas for inter-media artists to explore and work on. Due to its portability, being used in any space with a sufficient footprint, indoor or outdoor, and ease of construction, requiring two hours for a team of four to set it up, Big Tent may be erected as a presentational venue in both traditional and unconventional circumstances (from concert halls and art museums to parks and parking lots). In the same way that a violinist or dancer may perform in any location the Tent allows artists to play with location and take the instrument to the preferred environment or audience.

Other environments have been created with similar technology, but none with the portable arts-research laboratory aims of Big Tent. Scientific virtual reality (VR) systems are one such example, perhaps best exemplified by NASA’s HE Vine environment [1, 3], a portable VR display system. Yet, the HE Vine focuses on solving different problems, being a single user experience, necessitating a fixed viewer orientation, and being prohibitively expensive to construct. The Allosphere at UCSB [4], a large-scale facility for advanced research in immersive environments provides a complete sphere of video and audio several stories tall, existing in a dedicated building. However, this space is not at all portable or flexible in application.

Artists who have created their own environments for their work include Bill Viola (who frequently works with multiple video and audio sources in fixed gallery settings), and Maurice Benayoun and his Cosmopolis (2005) [2]. Similar in concept to Big Tent, Cosmopolis involved a ring of 12 projection surfaces with surround audio, yet the design was unique to this single work with specifically tailored interaction points and not easily transferred to new locations or other pieces.

3. DESIGN PRIORITIES

The design goals for Big Tent were to create an aesthetically neutral venue for audiences of up to 60 people, supporting a broad stylistic range of music, dance, and intermedia art expression. It also must accommodate different modes of performance and communication in many different contexts, such as concerts, installations, and interactive works, presented within conventional facilities (e.g. museums and concert halls) and non-conventional spaces (e.g. parks, gyms, and shopping centers).

With the primary goal of portability, three issues are at the forefront of consideration:

1) Ease of transport: minimize equipment weight, volume, and packed footprint;
2) Ease of setup: minimize number of crew and time required to build the Tent on location;
3) Ease of tear down: minimize time to deconstruct the Tent and load it into a vehicle for transport;
4) Ease of maintenance: minimize operating costs and replacing broken equipment.

The target cost points were no more than 4 technical crew members working on setup and teardown, requiring no more than 3 hours before and after an event, and using commercially available components (for cost and easy replacement).

4. IMPLEMENTATION

4.1 Frame

The physical structure of the Tent is designed to balance robustness against ease of setup and transport, all while minimizing cost (Fig. 2). The 128-foot octagon framework supporting the screens is a hybrid of ½” steel pipe and tripod lighting stands. The light stands are off-the-shelf products capable of a 12’ height and load bearing of 77.1 lbs. The screens hang from a top truss ring constructed of steel pipe resting on top of each stand. Each junction point is built out of pipe fittings allowing for any arbitrary angle, enabling both flexibility in setup, and possible configurations of the Tent in asymmetrical octagonal shapes (to account for environmental obstacles, non-square spaces, or artistic preference). Screen tensioning is accomplished entirely by elastic ties at the junctions. It was determined that this alone provided sufficient tensioning to eliminate most wrinkles, alleviating the need to add piping at the bottom of screens and subjecting the setup process to additional screen stretching, which in turn further reduces transport costs and setup time.

In order to keep the interior of the Tent completely free of wires or other visible pieces of equipment, rear projection is used for all of the screen surfaces. The projections onto the Big Tent are ultra-short throw type projectors. Each is capable of 3100 lumens and has a throw ratio of 0.27:1 (e.g. for every 0.27 feet of distance it can cover 1 foot of screen). Optimally, these projectors fill a 16’ wide screen from just a distance of 4.32 feet. This affords Big Tent to be completely setup within a 50x50-foot space, yet retaining a full 40-foot diameter internal area with less than a 5-foot ring behind the screens for equipment.

The projectors are placed on the floor and adjusted manually to fill the screens. In order to prevent hotspot glare (i.e. where the projector bulb is seen through the screen) projectors cannot be directly behind a screen relative to the viewer’s eye. Thus the screens are raised 36-inches off the floor (bringing the top rim of the Tent to 12-feet). This allows projectors to aim upward and prevent the projected image from peeking out from the bottom skirt. The black cloth bottom skirt was placed below the screens to eliminate visibility of the projectors under the screens and provide a further element of definition to the temporary Tent walls.

4.2 Video

All of the projected video content is distributed from a single Mac Pro with 12, 3.5ghz CPUs to the 8 projectors, each displaying 1280x720 pixels. The operating system treats the 8 screens as an extended desktop, creating a single 7 megapixel surface. This allows any Mac multi-media software to use the entire projectable area.

Despite the theoretical throw ratio of the projectors, the selected model only provides plus-minus 5 degrees of vertical key-stoning, which alone is insufficient to account for the necessary placement of the projectors (below the screens). Therefore additional key-stoning is performed digitally in software (using Qlab), to provide uniform pixel size.

4.3 Audio

A robust conventional 8 channel audio system of 280 watt speakers installed in the Tent provides full surround audio. A sub-woofer is also placed outside the Tent near one of the screen junctions and the eight speakers are set at the base of each junction with a slight upward angle. While this configuration is musically ideal, it greatly expedites setup and teardown time and assists to minimize the visual presence of the speakers inside the Tent (see Fig. 3, 4).

Audio/video synchrony is maintained simply by running both subsystems on a single computer, enabling any multichannel capable application to use the Tent. The aforementioned Mac Pro drives the audio and delivers the 7 mega pixels of video (guaranteeing a minimum frame rate of 15 frames per second).

5. PERFORMANCES

Testing the functionality and capabilities of this new hyper-instrument, and exploring the aesthetic potentials, has commenced through several public live performance events and installations. These events and individual artistic pieces worked with a variety of media and interaction models in an attempt to discover the potentials of Big Tent as well as identify technical issues and limitations. The diversity of sources and approaches compose the following modalities (used singly and in combination):

- One HD video shown simultaneously on 8 screens.
- One HD video shown simultaneously on all screens with different time delays and playback rates.
- One interactively generated animation displayed across all screens (see Fig. 1 & 3).
- One 720p HD video stretched across all 8 screens.
- One 2560x720 HD video repeated 4 times over all the screens.
- Many SD videos displayed concurrently in a haphazard fashion on any/all screens.
- Prerecorded surround audio.
- Live acoustic instrument performance.
- Interactive audience driven music.
- Solo dance (see Fig. 4).
- Contact improvisation, audience participation dance.

Original works created and/or adapted for the Tent using these approaches were staged in four multi-hour public live interactive events, an evening length interactive installation, two-hour-long contact improvisation events, and a week long fixed-media installation.

Ambient light was quickly identified as an important factor in Big Tent’s performance. Rear projection is very unforgiving of ambient light present at the event location. Near total darkness is required for adequate screen illumination of projected images. In outdoor environments.
the differences in setup and technology employed in every case. It is as if every artist, more fundamentally, is inventing their own tools, equivalent to a painter making paintbrushes from scratch, fabricating their own canvases, and looking for the newest pigments with nearly every work. Learning from this wealth of experimentation and finding best practices is difficult.

In the field of music we look to the origination of the violin family of instruments and the aesthetic grounding this afforded as a model solution. Prior to the modern violin, string instruments were extremely diverse, with varied capabilities, tunings, playing techniques and expressive ranges. While composers worked with these instruments of diverse musical abilities the dissemination of pieces was difficult. Once the violin as we know it began to spread, with its standard tuning, playing techniques, and pitch range, composers had effectively found a universal canvas on which to work. When Mozart wrote a piece, he could be confident it would sound the same played in disparate locations such as London and Vienna. The musical toolset, allowed composers to share, explore, and learn from one another’s experiments (i.e. pieces), effectively mapping out the capabilities of the violin and its expressive potential (a process that continues today).

Big Tent aims to take steps in this direction as a modern music-technology instrument, providing a consistent canvas for inter-media artists to explore and work on. Due to its portability, being usable in any space with a sufficient footprint, indoor or outdoor, and ease of construction, requiring two hours for a team of four to set it up, Big Tent may be erected as a presentation venue in both traditional and unconventional circumstances (from concert halls and art museums to parks and parking lots). In the same way that a violinist or dancer may perform in any setting they desire, Big Tent allows artists to play with location and take the instrument to the preferred environment or audience.

Other environments have been created with similar technology, but none with the portable arts-research laboratory aims of Big Tent. Scientific virtual reality (VR) systems are one such example, perhaps best exemplified by NASA’s HIVE environment [1, 3], a portable VR display system. Yet, the HIVE focuses on solving different problems, being a single user experience, necessitating a fixed viewer orientation, and being prohibitively expensive to construct. The Allosphere at UCSB [4], a large-scale framework supporting the screens is a hybrid of steel and concrete, weighing 77.1 lbs. The screens hang from a top truss ring, the physical structure of the Tent is designed to balance robustness against ease of setup and transport, all while minimizing cost (Fig. 2). The 128-foot octagonal framework supporting the screens is a hybrid of ½” steel pipe and tripod lighting stands. The light stands are off-the-shelf products capable of a 12’ height and load bearing of 77.1 lbs. The screens hang from a top truss ring, constructed of steel pipe resting on top of each stand. Each junction point is built out of pipe fittings allowing for any arbitrary angle, enabling both flexibility in setup, and possible configurations of the Tent in asymmetrical octagonal shapes (to account for environmental obstacles, non-square spaces, or artistic preference). Screen tensioning is accomplished entirely by elastic ties at the junctions. It was determined that this alone provided sufficient tensioning to eliminate most wrinkles, alleviating the need to add piping at the bottom of screens and subjecting the setup process to additional screen stretching, which in turn further reduces transport costs and setup time.

In order to keep the interior of the Tent completely free of wires or other visible pieces of equipment, rear video projection is used for all of the screen surfaces. The projector systems used for Big Tent are ultra-short throw Epson projectors. Each is capable of 3100 lumens and has a throw ratio of 0.27:1 (e.g. for every 0.27 feet of distance it can cover 1 foot of screen). Optimally, these projectors fill a 15’ wide screen from just a distance of 4.32 feet. This affords Big Tent to be completely setup within a 50’x50-foot space, yet retaining a full 40-foot diameter internal area with less than a 5-foot ring behind the screens for equipment. The projectors are placed on the floor and adjusted manually to fill the screens. In order to remove hotspot glare (i.e. where the projector bulb is seen through the screen) projectors cannot be directly behind a screen relative to the viewer’s eye. Thus the screens are raised 36-inches off the floor (bringing the top rim of the Tent to 12-feet). This allows projectors to aim upward and prevent visible glare at the eyes. A black cloth skirt was added below the screens to eliminate visibility of the projectors under the screens and provide a further element of definition to the temporary Tent walls.

4.2 Video

All of the projected video content is distributed from a single Mac Pro (with 12, 3.5ghz CPUs) to the 8 projectors, each displaying 1280x720 pixels. The operating system treats the 8 screens as an extended desktop, creating a single 7 megapixel surface. This allows any Mac multimedia software to use the entire projectable area.

Despite the theoretical throw ratio of the projectors, the selected model only provides plus-minus 5 degrees of vertical key-stoning, which alone is insufficient to account for the necessary placement of the projectors (below the screens). Therefore additional key-stoning is performed digitally in software (using Qlab), to provide uniform pixel size.

4.3 Audio

A robust conventional 8 channel audio system of 280 watt speakers installed in the Tent provides full surround audio. A sub-woofer is also placed outside the Tent near one of the screen junctions and the eight speakers are set at the base of each junction with a slight upward angle. This placement is acoustically ideal, greatly expedites setup and teardown time and assists to minimize the visual presence of the speakers inside the Tent (see Fig. 3). Audio/video synchrony is maintained simply by running both subsystems on a single computer, enabling any multichannel capable application to use the Tent. The aforementioned Mac Pro drives the audio and delivers the 7 mega pixels of video (guaranteeing a minimum frame rate of 15 frames per second).

5. PERFORMANCES

Testing the functionality and capabilities of this new hyper-instrument, and exploring the aesthetic potentials, has commenced through several public live performance events and installations. These events and individual artistic pieces worked with a variety of media and interaction models in an attempt to discover the potentials of Big Tent as well as identify technical issues and limitations. The variety of sources and approaches comprise the following modalities (used singly and in combination):

- One HD video shown simultaneously on 8 screens.
- One HD video shown simultaneously on all screens with different time delays and playback rates.
- One interactively generated animation displayed across all screens (see Fig. 1 & 3).
- One 720p HD video stretched across all 8 screens.
- One 2560x720 HD video repeated 4 times over all the screens.
- Many SD videos displayed concurrently in a haphazard fashion on any/all screens.
- Pre-recorded surround audio.
- Live acoustic instrument performance.
- Interactive audience driven music.
- Solo dance (see Fig. 4).
- Contact improvisation, audience participation dance.

Original works created and/or adapted for the Tent using these approaches were staged in four multi-hour public concert events, an evening length interactive installation, two-hour-long contact improvisation events, and a week long fixed-media installation. Ambient light was quickly identified as an important factor in Big Tent’s performance. Rear projection is very unforgiving of ambient light present at the event location. Near total darkness is required for adequate screen illumination of projected images. In outdoor environments...
Big Tent is only viable at dusk and into the night, and when indoors any light source must be low in output and focused away from the screens.

Environmental light has similarly been identified as a primary challenge limiting the use of Big Tent. Due to the back projection system employed ambient light from the installation environment bleeds through and washes out the video. Typically Big Tent can only be used after the sun has set or in spaces where all lights can be turned off, relying solely on the Tent’s video projectors for all event lighting. Solutions for this may involve a second exterior tent, made of a heavy, non-light-permeable canvas, which would contain Big Tent and reduce ambient light. Similarly, much higher lumen projectors could combat ambient light, but coming with greatly increased equipment costs.

While the single-computer system configuration comes with certain advantages, it also has limitations. Currently, the most problematic is the video frame rate, which is less than desired. A target of 60 frames per second is ideal, which could be accomplished by synchronizing several computers driving two or three projectors each.

Environmental light has similarly been identified as a primary challenge limiting the use of Big Tent. Due to the back projection system employed ambient light from the installation environment bleeds through and washes out the video. Typically Big Tent can only be used after the sun has set or in spaces where all lights can be turned off, relying solely on the Tent’s video projectors for all event lighting. Solutions for this may involve a second exterior tent, made of a heavy, non-light-permeable canvas, which would contain Big Tent and reduce ambient light. Similarly, much higher lumen projectors could combat ambient light, but coming with greatly increased equipment costs.

While the single-computer system configuration comes with certain advantages, it also has limitations. Currently, the most problematic is the video frame rate, which is less than desired. A target of 60 frames per second is ideal, which could be accomplished by synchronizing several computers driving two or three projectors each.

8. REFERENCES


Copyright ©2016 Rob Hamilton et al. This is an open-access article distributed under the terms of the Creative Commons Attribution License 3.0 Unported, which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited.

Gesture-based Collaborative Virtual Reality Performance in Carillon
Rob Hamilton
Rensselaer Polytechnic Institute
hamili@rpi.edu

Chris Platz
Savannah College of Art and Design
leonzplatz@gmail.com

ABSTRACT

Within immersive computer-based rendered environments, the control of virtual musical instruments and sound-making entities demands new compositional frameworks, interaction models and mapping schemata for composer and performer alike. One set of strategies focuses compositional attention on crossmodal and multimodal interaction schema, coupling physical real-world gesture to the action and motion of virtual entities, themselves driving the creation and control of procedurally-generated musical sound. This paper explores the interaction design and compositional processes engaged in the creation of Carillon, a musical composition and interactive performance environment focused around a multiplayer collaboratively-controlled virtual instrument and presented using head mounted displays (HMD) and gesture-based hand tracking.

1. INTRODUCTION

For as long as computers have been purposed as real-time generators and controllers of musical sound, composers and performers have researched methods and mappings through which performative gesture can intuitively drive computer-based instruments and procedures [1]. Traditional instrumental performance practices, developed over centuries of musical evolution, have by their very nature been based in the physical control of physical interactive systems. While digital music systems have freed musical generation and control from the constraints of physical interaction, there exists a strong desire amongst contemporary composers and performers to develop idiomatic performance mappings linking musicians’ physical gestures to computer-generated music systems [2].

As commercial high-resolution virtual reality systems become commonplace components of an already digitally im-mersed 21st Century culture, a natural reaction for com- posers seeking to use rendered space for musical explo-ration is to look to existing instrumental performance paradigms and gestural mappings to guide interaction models for mus-ical control in VR space. In that light, digital artists and researchers have been exploring modes of crossmodal in-teraction that allow users to control and manipulate objects in a rendered reality using interfaces and physical interaction models based in their own physical realities.

Copyright ©2016 Rob Hamilton et al. This is an open-access article distributed under the terms of the Creative Commons Attribution License 3.0 Unported, which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited.

2. OVERVIEW

Carillon is a mixed-reality musical performance work com-posed and designed to invite gesture in physical space, avatar and structure motion and action in virtual space, and the procedural musical sonification and spatialization of their resultant data streams within a multi-channel sound space. Premiered on May 30, 2015 at Stanford University’s Bing Concert Hall by the Stanford Laptop Orchestra [3], Carillon allows performers in VR space to interact with components of a giant virtual carillon across the network, controlling the motion and rotation of in-engine actors that themselves generate sound and music.

Visualized, Carillon incorporates rendered three-dimensional imagery both projected on a large display for audiences to view as well as presented stereoscopically in a Head Mounted Display (HMD). Performers wearing Oculus Rift head-mounted displays view the central carillon instrument from a virtual location atop a central platform, overlooking the main set of rotating rings. Each performer’s viewpoint aligns with one of three avatars standing in the virtual scene. Using Leap Motion devices attached to each Oculus Rift headset, each performer’s hand motion, rotation and position are mapped to the motion, rotation and position of the hands of their respective avatar, creating a strong sense of presence in the scene. Floating in front of each performer is a small representation of the main set of rings that can be “activated” by touching one or more rings.

Hand-swipe gesture is used to expand or collapse the set of rings, and each ring is visually highlighted with a distinct red color change when activated.

Sound is generated in Carillon procedurally, by mapping data from the environment to parameters of various sound models created within Pure Data. The parameters of motion of each ring - speed of rotation in three-dimensional coordinate space - are mapped to parameters of a model

Figure 1: Live performance of Carillon featuring the Stanford Laptop Orchestra at Stanford University, May 30, 2015.

Figure 4: Dance and video in Big Tent.
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