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“DO I REALLY HAVE TO COMPLETE ANOTHER EVALUATION?”

EXPLORING RELATIONSHIPS AMONG PHYSICIANS’ EVALUATIVE LOAD, EVALUATIVE STRAIN, AND THE QUALITY OF CLINICAL CLERKSHIP EVALUATIONS

Background. Despite widespread criticism of physician-performed evaluations of medical students’ clinical skills, clinical clerkship evaluations (CCEs) remain the foremost means by which to assess trainees’ clinical prowess. Efforts undertaken to improve the quality of feedback students receive have ostensibly led to higher assessment demands on physician faculty; the consequences of which remain unknown. Accordingly, this study investigated the extent to which physicians’ evaluative responsibilities influenced the quality of CCEs and qualitatively explored physicians’ perceptions of these evaluations.

Methods. A questionnaire was delivered to physicians (n = 93) at Indiana University School of Medicine to gauge their perceived evaluative responsibilities. Evaluation records of each participant were obtained and were used to calculate one’s measurable quantity of CCEs, the timeliness of CCE submissions, and the quality of the Likert-scale and written feedback data included in each evaluation. A path analysis estimated the extent to which one’s evaluative responsibilities affected the timeliness of CCE submissions and CCE quality. Semi-structured interviews with a subset of participants (n = 8) gathered perceptions of the evaluations and the evaluative process.

Results. One’s measurable quantity of evaluations did not influence one’s perceptions of the evaluative task, but did directly influence the quality of the Likert-scale items. Moreover, one’s perceptions of the evaluative task directly influenced the timeliness of CCE submissions and indirectly influenced the quality of the closed-ended CCE items. Tardiness in the submission of CCEs had a positive effect on the amount of score differentiation among the Likert-scale data. Neither evaluative responsibilities nor the
timeliness of CCE submissions influenced the quality of written feedback. Qualitative analysis revealed mixed opinions on the utility of CCEs and highlighted the temporal burden and practical limitations of completing CCEs.

Conclusions. These findings suggest physicians’ perceptions of CCEs are independent of their assigned evaluative quantity, yet influence both the timeliness of evaluation submissions and evaluative quality. Further elucidation of the mechanisms underlying the positive influence of evaluation quantity and timely CCE submissions on CCE quality are needed to fully rationalize these findings and improve the evaluative process. Continued research is needed to pinpoint which factors influence the quality of written feedback.

James J. Brokaw, Ph.D., M.P.H., Chair
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Introduction

Purpose of the Study

Presentation of the Research Questions

Overview of the Dissertation
INTRODUCTION

Within the last quarter-century, the Association of American Medical Colleges (AAMC) and the American Medical Association (AMA) have ardently advocated for a national reform of the clinical curriculum of both undergraduate and graduate medical education. In particular, the lack of nationally defined standards for clinical skills instruction coupled with inconsistent and poorly defined assessment measures has resulted in a strong criticism of physician-performed evaluations of medical students’ and residents’ clinical skills. As these clinical evaluations remain the foremost means by which to assess one’s clinical prowess in medical academia, efforts have been undertaken to revise the evaluative process and enhance the quality of these subjective evaluations. For instance, the American Board of Surgery (ABS) recently imposed a requirement that each general surgery resident be directly evaluated a minimum of 12 times during their residency training, with six evaluations each in the areas of clinical aptitude and operative performance. Because this new requisite requires a specific number of physician-performed observations and judgments of trainees’ performances, the implementation and realization of such evaluative protocols may place greater demands on evaluators, perhaps even more than may be expected.

The consequences of implementing higher assessment demands on physician faculty, such as those imposed by the ABS, have not been well documented in the medical literature. While the literature is rich with articles detailing students’ experiences during clerkship rotations, criticizing the evaluative process, or demonstrating the significance of these evaluations for medical students, relatively few articles have assessed the evaluative process from the physician perspective. Moreover, physician evaluators (or ‘raters’) have only recently become an object of study for researchers, though the focus of published literature consists primarily of proposed theoretical
constructs and frameworks raters use to inform their judgments of trainees;\textsuperscript{27,28} or raters’ categorization of trainees based on subjective interpretations,\textsuperscript{29} rather than physicians’ perceptions of the evaluative process. The demands for increased evaluation of trainees in clinical settings\textsuperscript{30} and the development of evaluation management systems designed to simplify the creation and distribution of evaluations\textsuperscript{31} have clearly prompted an increase in workplace-based assessments.\textsuperscript{27} In the absence of sufficient literature describing physicians’ evaluative responsibilities, it is challenging to fully appreciate how physicians’ current assessment demands compare with demands of the past few decades. If the medical education community is to continue the implementation of more stringent guidelines and robust mandates, such as those established by the ABS, it would be beneficial to understand how the extent of physicians’ evaluative responsibilities influences one’s perceptions of the task and alters the quality of the clinical evaluations one completes.

For the purposes of this research, one’s actual or imposed evaluative responsibilities, defined as the \textit{measurable quantity} of evaluations, ratings, or surveys completed by a physician during a specific period-of-time, will be referred to as one’s \textit{evaluative load}.' While this research will specifically use clinical clerkship evaluations (CCEs) as a surrogate for measuring physicians’ evaluative load, any additional surveys or questionnaires issued by a physician’s medical department (e.g., evaluations of residents), workplace, or professional societies/organizations should also be considered as factors that may contribute to one’s evaluative load. Similarly, one’s perceived evaluative responsibilities will be referred to as one’s \textit{evaluative strain}.' Defined as a physician’s \textit{perceptions} of the evaluative task, evaluative strain includes one’s perceptions of his or her evaluative load and one’s conceptualizations of the cognitive demands needed to complete the evaluative task. This construct does not attempt to quantify the extent to which actual cognitive processes are utilized during the completion of an evaluation; such work has been
extensively investigated elsewhere and is thoroughly reviewed by Gauthier et al.\textsuperscript{32} Among other things, physicians' evaluative strain is likely to fluctuate as a function of the perceived mental activity involved, the level of frustration or effort a task elicits, or the time pressures associated with a task.\textsuperscript{33,34}

Due to the existing gaps in the medical education literature, the notion of causal relationships among physician evaluative load, evaluative strain, and the quality of clinical evaluations remains largely speculative. However, there is tangential evidence suggesting that increasing physicians' assessment demands may inadvertently lessen the quality of clinical evaluations. For example, Tavares and colleagues\textsuperscript{26} investigated how increasing the number of dimension-specific behaviors raters were asked to identify altered the quality of evaluations and influenced raters' mental perceptions of the task. Using generalizability theory, the authors demonstrated that raters asked to identify behaviors related to only two dimensions had noticeably higher inter-rater reliabilities ($G = 0.56$ for an average of ten raters) than raters asked to identify behaviors related to seven dimensions ($G = 0.42$, respectively). Moreover, increasing the quantity of items to be assessed notably heightened participants' perceived mental burden.\textsuperscript{26} For instance, participants reported feeling overwhelmed by the number of behaviors they were asked to evaluate while trying to differentiate between pertinent and irrelevant audio/visual stimuli. This sense of feeling mentally burdened prompted several participants to employ 'load avoidance strategies' or coping mechanisms to the detriment of evaluative quality, as some raters reported evaluating only "negative behaviors," or those they believed to be the "easiest to identify," rather than evaluating behaviors that were more representative of a trainees' clinical knowledge (e.g., equally noting both positive and negative behaviors).\textsuperscript{26} These findings coincide with reports from several studies that note how increases in either imposed or perceived rater requirements may produce rating errors that affect the quality of clinical
evaluations.\textsuperscript{35,36} Ultimately, these findings suggest that increasing one’s measurable evaluative responsibilities may influence one’s perceived cognitive demands. This also supports the proposed notion that one’s evaluative load and strain, if high enough, may negatively affect the quality of clinical evaluations.

Further evidence of the causal relationships between physicians’ evaluative responsibilities and the quality of clinical evaluations is provided by Williams et al.\textsuperscript{37} In a retrospective study, Williams and colleagues investigated the extent to which evaluation quality was impacted by time delays between the observation of a resident’s operative performance and the rating of that performance. Their results demonstrated that the duration of the time delay notably affected the quality of the evaluation in both the amount of “item-to-item variation” (i.e., the degree of variability present among the Likert-scale items, such that no item-to-item variability would be represented by all scaled items receiving the same rating) and the specificity of written comments. The gravity of their findings led the authors to suggest that ratings should be recorded as soon as possible, as ratings given more than three days after the initial observation are not reliable representations of trainees’ clinical performances.\textsuperscript{37} While the results of their study were significant and pose direct implications for clinical evaluations, Williams and colleagues\textsuperscript{37} did not speculate as to why the majority of evaluations were completed four to fourteen days post-observation. It is reasonable to hypothesize that such time delays may be in part related to a physician's evaluative load and/or evaluative strain. If clinical evaluations are to continue to be a source of comparative information for student performance and if steps are to be taken to improve the time-to-completion of evaluations, it would serve the research community well to better understand the prevalence of evaluative load and strain among physicians and how these factors affect the quality of clinical evaluations through the mediating effects of time delays.\textsuperscript{5,37}
PURPOSE OF THE STUDY

While several authors have provided evidence supporting theorized relationships among physicians’ measurable and perceived evaluative responsibilities and the quality of CCEs, a thorough exploration of such associations has yet to be performed. As such, the twofold focus of this work was (1) to investigate the extent to which the quality of CCEs was directly influenced by a physician’s evaluative load and evaluative strain, and indirectly mediated by time delays occurring between a clinician’s final encounter (or observation) with a medical student and the rating of that medical student’s clinical performance; and (2) to understand how physicians perceive the utility, quality, cost, and practicability of CCEs they complete for third-year medical students.

This study is unique in that it is the first to investigate how physician evaluative load and strain influence the quality of CCEs. As such, it is anticipated that this research may contribute to the literature in several ways. Principally, developing an understanding of how physician evaluative load influences evaluative strain may encourage clerkship directors and assessment administrators to re-examine and modify the clinical evaluation process. A second goal of this study is to determine if and how one’s evaluative responsibilities affect the quality of physician-performed evaluations. This may help to rationalize the occurrence of time delays between an observation of a student’s clinical performance and the rating of that performance. Finally, heightening our understanding of how imposed and perceived evaluative tasks can affect the quality of evaluations may lead to the operationalization of more sophisticated evaluation monitoring systems designed to recognize the point at which a physician has become overburdened by evaluative responsibilities.
PRESENTATION OF THE RESEARCH QUESTIONS

The six research questions underpinning this study include:

Research Question 1	How does physician evaluative load influence evaluative strain?

Research Question 2	How do evaluative load and evaluative strain directly affect the quality of CCEs, as measured by the degree of score differentiation and the quality of written feedback?

Research Question 3	To what degree are evaluative load and evaluative strain associated with the length of time delay between a clinician’s final observation or encounter with a clerk and the rating of that clerk’s clinical performance?

Research Question 4	To what extent do time delays directly influence the quality of CCEs?

Research Question 5	To what extent do time delays mediate the influences of (5A) evaluative load and (5B) evaluative strain on the quality of CCEs?

Research Question 6	How do physicians perceive the utility, quality, cost, and practicability of CCEs they complete for third-year medical students?

OVERVIEW OF THE DISSERTATION

The ensuing chapters of this work will include a review of the relevant literature (Chapter Two), a description of the methods employed to answer the six research questions (Chapter Three), a reporting of the study’s quantitative and qualitative findings (Chapter Four), and a discussion of the study’s results, implications, and limitations, as well as suggestions for future research (Chapter Five).
CHAPTER TWO

Review of the Literature

Introduction

A Brief History on the Evolution of Clinical Education of Medical Students

Physician-Performed Evaluations of Medical Students' Clinical Conduct

Overburdening Physicians with Evaluative Tasks

Concerns Regarding the ‘Quality’ of Clinical Clerkship Evaluations
INTRODUCTION

This chapter provides the scholarly foundation necessary for understanding physician evaluative load and strain as concepts that may directly and/or indirectly relate to the quality of physician-performed evaluations of third-year medical students’ clinical aptitude. This chapter begins with a brief history of the evolution of clinical education within medical institutions; starting with the introduction of the first clinical curricular model in the late 1800s and continuing until present day. Transitioning from the clinical model itself to the role of the physician in clinical education, the second section describes the clinical evaluation process in terms of physicians’ evaluative responsibilities. As little research has examined physicians’ perspectives of the evaluative process, it is difficult to characterize the extent to which physicians feel overwhelmed by their imposed or perceived evaluative responsibilities, or how this may affect the quality of the evaluations they complete. Consequently, the third section of this chapter will broadly introduce survey fatigue and response burden as impetuses for rationalizing how physicians’ evaluative burdens may be contributing to a reduction in the quality of clinical evaluations. Finally, the concerns surrounding these subjective evaluations will be presented and addressed in the context of the significance that evaluations hold for medical students.
A BRIEF HISTORY ON THE EVOLUTION OF CLINICAL EDUCATION OF MEDICAL STUDENTS

Although formal clinical training is currently regarded as an integral component of medical students’ undergraduate education, this has not always been the case. Prior to the 1900s, formal clinical instruction (as we currently know it) was absent from nearly all medical institutions within the United States. At this time, trainees were expected to acquire an understanding of clinical medicine by serving as apprentices to community-based physicians or by entering independent practice. The notion of including formal clinical instruction in medical curricula did not occur until Sir William Osler implemented a new curricular model at Johns Hopkins Hospital in the late 1800s. Under his guise, third-year medical students began to attend clinical demonstrations within the hospital clinic while fourth year medical students were held responsible for the care of patients in rotating medical disciplines. While the first two years of students’ medical education consisted primarily of coursework deemed necessary to develop a foundation in medical science, the final two years became known as the “clinical clerkship” years, in which students were required to complete rotations in internal medicine, obstetrics and gynecology, pediatrics, psychiatry, and surgery.¹ Thanks in part to The Carnegie Foundation’s publication of “The Flexner Report” in 1910,³⁸ Osler’s curricular model came to be implemented in nearly all U.S. medical institutions during the first half of the twentieth century.

These “Oslerian objectives”³⁹ remained constant in medical institutions until the 1950s. During this time, a restructuring of the non-clinical years took place, in which some institutions moved away from a discipline-specific block structure in favor of systems-based instruction. The clinical years were also reorganized, such that the core of the clinical clerkship emphasis moved from the fourth year to the third year, leaving the fourth year open for students to take electives in courses of interest to them.¹ During these clinical
years, medical students (‘clerks’) were typically assigned to teams of residents and attending physicians and were expected to learn through observation and interactions with their clerkship team. This curricular design created a large amount of variability in students’ formal clinical instruction, as one student’s clerkship experience may have been vastly different from another’s, even within the same medical discipline.\textsuperscript{1,40} According to Nutter and Whitcomb:\textsuperscript{1}

The variability was inevitable, because of the varied nature of the clinical sites to which the students were assigned over the course of any given year, the variable spectrum of the conditions encountered at those sites, and the variable quality of the supervision and teaching provided by resident physicians and attending physicians at those sites.

This variability prompted a number of organizations, such as the Association of American Medical Colleges’ (AAMC) General Professional Education of Physicians and College Preparation for Medicine Panel (collectively referred to as the GPEP Panel), to investigate the quality of the clinical clerkship experience. In their 1984 report, "Physicians for the Twenty-First Century," the authors noted that clinical clerkships did a poor job of delineating clear learning objectives for students; leaving students unable to adequately meet their preceptors’ expectations or allowing for an accurate evaluation of students’ clinical accomplishments.\textsuperscript{40} These sentiments were echoed in a seminar presented by the Macy Foundation in 1988 that described the clinical education of medical students as outdated and inappropriate for modern times.\textsuperscript{41} A report published by the AAMC in 1998 noted that only a few medical institutions had begun to modify their clinical curricula to reflect these concerns,\textsuperscript{42} though a more widespread change began to occur towards the end of the decade.\textsuperscript{1} The prevalence of curriculum reform grants offered by the Robert Wood Johnson Foundation and the Bureau of Health Professions encouraged several medical institutions to restructure their medical curricula in accordance with the suggestions put forth by the GPEP Panel. However, further inquiry into the restructuring of medical
curricula in the late 1990s found that most institutions were only making changes to the non-clinical years, claiming that a restructuring of the clinical curricula was too difficult to achieve.¹

The early 2000s witnessed little change in curricular models employed at most U.S. allopathic institutions. The majority of medical institutions continued to adhere to the two-phase model of undergraduate medical education (UME) that had been utilized for the past 100 years. Within the first phase (still referred to as the pre-clinical/pre-clerkship years), students were didactically taught the foundational principles of medicine (e.g., human gross anatomy, human physiology, etc.), though many curricula had expanded to reflect advances made in the fields of genetics and biochemistry. Phase two continued to constitute the greater part of the clinical curriculum, or the clinical-years. Within the last decade, however, a greater number of U.S. medical schools have begun to shift away from this bi-phasic structure, favoring instead a more seamless integration of foundational and clinical content across all four years of the UME curriculum.¹ Clinical content has begun to appear in the foundational courses, with educators frequently incorporating ‘clinical correlates’ and medical images into their lectures. Moreover, courses focusing on doctor-patient relationships, the development of adequate communication skills, and instruction on obtaining patient histories are now commonly required during the non-clinical years. As of late, students are more frequently exposed to various clinical settings early within their first year of medical training.¹

Despite these modern curricular changes, the preponderance of clinical curricula remain in the final two years of medical school at most U.S. institutions. Although the specific structural organization of these years varies by institution,⁴³ students are commonly required to complete a series of clinical clerkship rotations in a core group of medical specialties similar to that of years past, including family medicine, internal
medicine, neurology, obstetrics and gynecology, pediatrics, psychiatry, and general surgery (with some schools also requiring rotations in ambulatory care and emergency medicine).\textsuperscript{1,44,45} Designed to provide students with an opportunity to clinically apply the foundational science and medical knowledge obtained during their pre-clinical years and to improve their interpersonal skills with patients and other healthcare professionals, these clinical clerkship rotations typically occupy the entirety of the students' third year and occur at an assortment of clinical venues/sites. Although there continues to be a great deal of variability in clinical rotations, the role of physician preceptors and the need to evaluate clerks' clinical skills are considered more stable aspects of the clerkship experience.

**PHYSICIAN-PERFORMED EVALUATIONS OF MEDICAL STUDENTS' CLINICAL CONDUCT**

During each clerkship rotation, medical students are often assigned to either a faculty or resident preceptor who is responsible for mentoring students and observing their behaviors within the clinical setting. Although clerks are customarily assigned to a specific preceptor during each rotation, it is not uncommon for one preceptor to be simultaneously accountable for multiple medical students. At the culmination of each clerkship rotation (or shift, in some instances), these clinical-educators are required to evaluate the performance of their assigned medical student(s) based on overall demeanor, clinical reasoning skills, foundational knowledge, technical skills, level of care, and depth of patient interactions via a clinical clerkship evaluation form (or CCE).\textsuperscript{20,24} The length and specificity of each medical department's CCE can differ by specialty or medical institution; however, most forms routinely include a checklist of clinical performance markers and personality characteristics for faculty to use to evaluative students' clinical aptitude using numeric scales and additionally provide several open-ended questions so that faculty can justify their overall ratings of student performance or add additional comments.\textsuperscript{24} As each medical student requires at least one clinical evaluation per rotation, this evaluative responsibility may
quickly become unmanageable for faculty preceptors and may ultimately affect the quality of the evaluations; particularly if the culture of some departments dictates that a sole physician assumes responsibility for the completion of all clerkship evaluations per rotation.

**OVERBURDENING PHYSICIANS WITH EVALUATIVE TASKS**

The frequency with which CCEs need to be completed may pose challenges for faculty preceptors. Though little to no research has investigated the extent to which physicians feel overwhelmed by their imposed or perceived evaluative responsibilities, or how this may affect the quality of the evaluations they complete, related research on ‘respondent burden’ or ‘survey fatigue’ may provide insights into this aspect of the profession. Respondent burden is typically defined as "the time required for the completion of various forms," including surveys, or questionnaires. Survey fatigue is a constituent of respondent burden that refers to not only the temporal demands needed to complete a survey, but also the mental effort or exhaustion that accompanies the completion of such forms. Although studies investigating survey fatigue are limited, the findings seem to be relatively consistent. For example, it has been demonstrated that the completion of surveys back-to-back decreases one’s response rate, such that participants are less likely to complete a second survey if they have recently completed another. Moreover, it has been reported that the number of surveys participants are willing to complete decreases as the time it takes to complete a survey increases. Furthermore, the content of the survey and its relevance to participants is believed to affect one’s willingness to complete the form. For example, students at the United States Air Force Academy reported feeling overburdened by their institution’s survey requests as they deemed the content to be unrelated or immaterial to their student roles. Finally, survey fatigue has been linked to
'satisficing tendencies,' or the selection of a response deemed 'good enough' in order to expedite the survey or evaluative process; typically, at the cost of survey quality.\textsuperscript{51,52}

While such implications of survey fatigue are directly related to survey research, it can be argued that these conclusions may be applicable to physician-performed evaluations of clerks, as well. As some physicians may be expected to complete multiple CCEs per shift or rotation, it is possible that the back-to-back completion of these evaluations may decrease their willingness to thoroughly complete the next. Moreover, physicians have reported the teaching of medical students to be a "low priority task," as department chairs and deans rarely and/or minimally reward faculty for excellence in education.\textsuperscript{1} Consequently, the salience of CCEs may be of little personal interest to physician faculty who feel obliged to complete the forms only because it is a requisite of their faculty position. Ultimately, these notions suggest that CCEs may not be of top priority, thereby affecting their quality.

CONCERNS REGARDING THE ‘QUALITY’ OF CLINICAL CLERKSHIP EVALUATIONS

The quality of CCEs has long been debated in the medical education literature. Despite claims that CCEs "represent a reliable and valid method of evaluating both cognitive and non-cognitive aspects" of clinical performance, the subjective nature of clinical evaluations has prompted some scholars to scrutinize these evaluations.\textsuperscript{12-19} One such criticism is the time that physician faculty spend in direct observation of their medical trainees. Although the majority of U.S. medical institutions use direct observation of trainees to assess clinical competency,\textsuperscript{53} the observation of clerks by physician faculty is generally considered scarce, inconsistent, and insufficient for physicians to accurately evaluate clinical knowledge.\textsuperscript{4,54-56} Several studies have reported that direct observation of bedside behaviors, such as interviewing a patient or conducting a physical evaluation, improves one's clinical skills.\textsuperscript{57,58} However, other studies have reported that trainees were
never observed performing such tasks during their clinical experiences,\textsuperscript{55,59,60} Findings from a multi-year study conducted at the University of Virginia School of Medicine in 2004 reported that more than half of their participating clerk population \((n = 344)\) had never been observed by a faculty member during a patient interview or a physical examination in one of their six required rotations.\textsuperscript{55} These results parallel those of earlier studies conducted by both the AAMC and the National Board of Medical Examiners (NBME), whose findings also indicated a low incidence of direct observations by physician faculty in the clinical setting.\textsuperscript{59,60} This infrequency of direct observation by physicians has also been reported in graduate medical education, with one study reporting that a significant proportion of emergency medicine residents had never been observed performing basic bedside skills, conducting a physical examination, or taking a patient’s history.\textsuperscript{56,61}

Such concerns regarding the quality of clinical evaluations necessitate that each clinical evaluation provide an honest and accurate summary of trainees’ clinical skills if trainees are to benefit from these clinical evaluations. Moreover, this sentiment is perhaps most pressing in regards to preceptors’ written comments on the clinical evaluation forms, as they can be used to “differentiate ‘A’-level performance from ‘B’-level performance”\textsuperscript{24} and pose implications for residency matching, as their contributions to clerkship rotation grades are reflected within Medical Student Performance Evaluations (i.e., Dean’s letters).\textsuperscript{21} Preceptors’ written comments regarding students’ knowledge base have also been used to predict low performance on NBME subject examinations\textsuperscript{23} and highlight student lapses in professionalism.\textsuperscript{22} Furthermore, CCEs are often the sole means of providing clerks with formal feedback regarding their clerkship experience.\textsuperscript{20} As CCEs are of great significance to medical students, this research project serves to improve our understanding of how the quality of these evaluations may be affected by physicians’ evaluative load and/or strain.
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INTRODUCTION

The principal focus of this work was twofold: (1) to investigate the extent to which the quality of CCEs was directly influenced by a physician's evaluative load and evaluative strain, and indirectly mediated by time delays occurring between the observation of a clerk's performance and the rating of that performance; and (2) to understand how physicians perceive the utility, quality, cost, and practicability of CCEs they complete for third-year medical students. A two-phase, sequential explanatory mixed-methods approach was utilized to address the study's central aims. The first, quantitative phase permitted an examination of the direct and indirect factors that influence the quality of CCEs. These results informed the second phase of the study, which qualitatively explored physicians' perceptions of evaluative utility, quality, cost, and practicability.

Data for this study was collected from a variety of sources. The primary sources of quantitative data were survey results acquired through the administration of a modified version of the Surgery Task Load Index (SURG-TLX), referred to as the Evaluative Task Load Index (EVAL-TLX), and participants' records of CCEs completed between January 2015 and August 2016 obtained from the E*Value Data Management System (Advanced Informatics Solutions, 2016) maintained by Indiana University School of Medicine’s (IUSM) Office of Medical Student Education (MSE). The central source of qualitative data was collected through one-on-one, semi-structured interviews conducted with a sample of physicians who had completed the study survey.
RATIONALE FOR A MIXED-METHODS APPROACH

A mixed-methods approach was used to address the two aims of this work. Mixed-methods research is defined as “a procedure for collecting, analyzing, and ‘mixing’ or integrating both quantitative and qualitative data at some stage of the research process within a single study for the purpose of gaining a better understanding of the research problem.” In general, mixed-methods research is believed to be a more robust methodology for understanding complex problems or phenomena than purely quantitative or qualitative studies alone, as neither approach can truly illustrate the details of a situation without the other. In this study, the adoption of a mixed-methods approach was imperative for interpreting the results of the quantitative analyses within the context of participants’ qualitative admissions.

OVERVIEW OF THE RESEARCH DESIGN

Of the forty mixed-methods approaches generally accepted in the literature, a sequential explanatory mixed-methods design was adopted for this study. According to Creswell, a sequential explanatory mixed-methods approach consists of two distinct phases: a quantitative phase and a qualitative phase. Using this approach, a researcher commonly collects and analyzes the quantitative data before collecting and analyzing the qualitative data, which are then used to “refine and explain those statistical results [acquired in the first phase] by exploring participants’ views in more depth.” Integration, or the period in the research process during which the ‘mixing’ of the quantitative and qualitative methods occurs, can occur in two places during the research process. Commonly, a researcher will use the quantitative results to guide the selection of participants for the qualitative phase of the study. Moreover, a researcher can also choose to develop the qualitative data collection protocols using the results from the quantitative phase. In this way, the researcher is able to formulate a specific protocol that will allow for a
more thorough analysis of the quantitative data during the qualitative phase.62 As the quantitative phase precedes the qualitative phase, the principal intent of the research design (i.e., the priority) is to test one or more hypotheses using a fairly large sample and follow-up those results with a small, purposeful sample of participants to enrich or enhance the researcher’s understanding of the phenomenon or question(s) of interest.66,67

Accordingly, this study began with a quantitative phase aimed at providing numerical estimates of the variables of interest (to be defined later in this chapter) and investigated the hypothesized causal relationships among these variables using a path analysis. The results of the quantitative analyses laid the foundation for the second phase of this study, which permitted a more in-depth exploration of physicians’ perceptions of the utility, quality, cost, and practicability of CCEs via semi-structured interviews. The selection of participants for the qualitative phase was guided by the quantitative phase, as was the interview protocol. Finally, the results of the quantitative phase were interpreted within the context of participants’ qualitative admissions. A timeline of this research project (Table 3-1) reinforces this phasic approach.
<table>
<thead>
<tr>
<th>Phase</th>
<th>Procedures</th>
<th>Timeline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantitative Data Collection</td>
<td>- Administration of EVAL-TLX</td>
<td>June – September, 2016</td>
</tr>
<tr>
<td></td>
<td>- Collection of E*Value records</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Pairing of survey and E*Value data</td>
<td></td>
</tr>
<tr>
<td>Quantitative Data Analysis</td>
<td>- Description of demographics</td>
<td>September – December, 2016</td>
</tr>
<tr>
<td></td>
<td>- Calculation of the five evaluative variables</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Conduction of the path analysis</td>
<td></td>
</tr>
<tr>
<td>Connecting Quantitative &amp; Qualitative Phases</td>
<td>- Purposeful selection of participants for phase II from phase I participants</td>
<td>August – October, 2016</td>
</tr>
<tr>
<td>Qualitative Data Collection</td>
<td>- Phase II participants interviewed on their perceptions of the utility, quality, cost, and practicability of CCEs</td>
<td>September – October, 2016</td>
</tr>
<tr>
<td>Qualitative Data Analysis</td>
<td>- Coding and thematic analysis of transcribed interviews</td>
<td>September – December, 2016</td>
</tr>
<tr>
<td>Integration of Quantitative &amp; Qualitative Results</td>
<td>- Simultaneous interpretation and comparison of quantitative and qualitative results</td>
<td>January – February, 2017</td>
</tr>
</tbody>
</table>

*Note: Adopted from Ivankova et al.*

---

**Table 3-1. Description of study timeline and progression**
**PHASE I: COLLECTION AND ANALYSIS OF QUANTITATIVE DATA**

The quantitative portion of this study was designed to estimate the extent to which the quality of CCEs is directly affected by evaluative load and evaluative strain, and indirectly mediated by time delays occurring between the observation of a clerk's performance and the rating of that performance. This section begins with a description of the participants and sampling strategy used in this phase of the study. A description of the study's variables, data collection techniques, and instruments pertinent to each variable will follow. This section will conclude with a description of the path analysis used to estimate the magnitude of the hypothesized causal relationships among the variables of interest.

**Participants**

The participants in this study \((n = 93/1518)\) were fulltime physicians (residents, fellows, or attendings) who met three general requirements: (1) participants must have been associated with the Indianapolis campus of Indiana University School of Medicine (IUSM); (2) participants must have been affiliated with one of six required third-year clerkships (i.e., Family Medicine (FM), General Surgery (GS), Internal Medicine (IM), Obstetrics and Gynecology (OB/GYN), Pediatrics (PE), and Psychiatry (PY)); and (3) participants must have evaluated clerks (i.e., IUSM student trainees) between January 2015 and August 2016 using a ‘medium’ or ‘long’ clinical evaluation form. Formally named the “Evaluation of Student Clerkship Performance,” this CCE form is consistently used to evaluate clerks at IUSM, but the length of the form (i.e., the number of questions) differs by medical department and may be classified as ‘short,’ ‘medium,’ or ‘long.’ The ‘medium’ CCE (Appendix A, Figure A-1), employed by the Department of General Surgery, consisted of 11 mandatory closed-ended items and two-open ended items (one mandatory, one voluntary); while the ‘long’ CCE form (Appendix B, Figure B-1), employed by the five remaining departments of interest, consisted of 18 mandatory closed-ended items and nine open-
ended items (one mandatory, eight voluntary). As a multidimensional instrument, both versions of the form inquired into aspects of a clerk’s professional behaviors (e.g., professional attributes, professional knowledge, and demeanor) and clinical performance (e.g., data taking skills (e.g., performing a physical examination), data reporting skills (e.g., writing clinical notes), knowledge base, ability to interpret and integrate data, and capacity to make clinical judgments). Any and all residents, fellows, and attending physicians who met these three requirements were eligible for the study and invited to participate.

**Sampling Protocol**

The sampling protocol for the first phase of this study included all physicians affiliated with the six clerkships of interest at the Indianapolis campus of IUSM \((n = 1518)\). To maximize physician participation in the study, the research team enlisted the aid of the Clerkship Coordinators, Clerkship Directors, and departmental Vice Chairs of Education from the Indianapolis campus. The study’s aims and potential significance for medical education were presented to these individuals on three separate occasions by the primary researcher (C.J.T.) and one additional member of the research team (J.J.B). Following the third and final meeting, the Clerkship Coordinators and Directors of the included medical departments were emailed by one member of the research team (M.R.A.) using a directory maintained by the Office of MSE. This email asked recipients to forward the attached study information sheet and link to the electronic survey to the physicians in their departments, and to encourage participation in the study. A second email with identical content was sent to the departmental Vice Chairs of Education at the Indianapolis campus by a second member of the research team (J.J.B), encouraging the Vice Chairs to promote participation within their respective departments.

Physicians who met all of the aforementioned eligibility criteria were allowed to complete the survey in its entirety. If physicians who did not meet the entrance criteria (e.g.,
physicians affiliated with the Neurology Clerkship that use the ‘short’ form) happened to receive a request to complete the survey, they were directed to a ‘stop’ point, upon answering certain demographic questions, which thanked them for their participation and prevented them from continuing with the survey. Two weeks following the initial email request for participation, a second and final email was delivered to the Clerkship Coordinators, Clerkship Directors, and departmental Vice Chairs of Education as a reminder to promote survey participation among physicians within their respective departments. Submission of the survey containing the EVAL-TLX served as confirmation that participants had consented to the data-pairing procedures necessary to conduct this study. Participating physicians were additionally informed that their completion and submission of the survey qualified them for a raffle drawing, in which one ‘winner’ would receive a $100 gift card to Amazon (Amazon.com, Inc., 2016).

Variables

This study included two sets of variables. The first set of variables pertained to a physician's evaluative characteristics and included evaluative load, evaluative strain, time delay, score differentiation, and quality of feedback. The second set of variables described a physician's departmental demographics and included medical department, academic rank, and gender. Table 3-2 offers a brief summary of each variable. Outlined below is a detailed description of the study variables, their associated data collection instrument/measure, and how they were used to answer the research questions.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Abbreviation</th>
<th>Definition</th>
<th>Data Collection Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluative Variables</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evaluative Load</td>
<td>Load</td>
<td>The measurable quantity of CCEs completed by a physician between Jan. 2015- Aug. 2016.</td>
<td>Participants' E*Value records</td>
</tr>
<tr>
<td>Evaluative Strain</td>
<td>Strain</td>
<td>A physician's perceptions of his or her evaluative load and the perceived cognitive demands needed to complete an evaluation.</td>
<td>EVAL-TLX on survey instrument</td>
</tr>
<tr>
<td>Time Delay</td>
<td>Delay</td>
<td>The amount of time between a clinician's final observance or encounter with a clerk and the rating of that clerk's clinical performance.</td>
<td>Participants' E*Value records</td>
</tr>
<tr>
<td>Score Differentiation</td>
<td>Diff</td>
<td>A measure of one’s evaluative variation within and across CCEs one completes; represents the average quality of a physician's closed-ended CCE items.</td>
<td>Participants' E*Value records</td>
</tr>
<tr>
<td>Quality of Feedback</td>
<td>QOF</td>
<td>A measure of the 'clarity' or 'resolution' of the required open-ended item on the CCEs one completes; represents the average quality of a physician's open-ended items.</td>
<td>Quality of CCE Rubric</td>
</tr>
<tr>
<td>Physician Demographic Variables</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical Department</td>
<td>Department</td>
<td>Participant's medical department affiliation.</td>
<td>Survey instrument</td>
</tr>
<tr>
<td>Academic Rank</td>
<td>Rank</td>
<td>Participant's academic rank.</td>
<td>Survey instrument</td>
</tr>
<tr>
<td>Gender</td>
<td>Gender</td>
<td>Participant's gender.</td>
<td>Survey instrument</td>
</tr>
</tbody>
</table>
Demographic Variables and Evaluative Strain

Participants’ evaluative strain and demographic characteristics (i.e., medical department affiliation, academic rank, and gender) were determined through the administration of an electronic survey (Appendix C, Figure C-1) to all physicians from all medical departments associated with third-year clerkships on the Indianapolis campus. Only physicians who met the aforementioned entrance criteria were able to complete the survey.

Overview of the Survey Instrument

The survey was developed, administered, and managed through REDCap (Research Electronic Data Capture). The introductory portion of the survey thanked participants for their voluntary participation and informed them that completion and submission of the survey granted the research team permission to access records of the CCEs they completed between January 2015 and August 2016.

The body of the survey consisted of two sections: (1) a demographics section was used to acquire information on participants’ demographic characteristics and (2) the Evaluative Task Load Index (EVAL-TLX) was used to estimate participants’ numeric evaluative strain. At the end of the survey, participants were asked a dichotomous yes/no item on whether they would be willing to participate in a brief 10-15 minute follow-up interview on their perceptions of CCEs. More specifically, the interview allowed participants to elaborate on their survey responses, orally describe their perceptions of the utility, quality, cost, and practicability of the CCEs they complete, and comment on the evaluative process as a whole.

Demographic Portion. The demographic portion of the survey asked participants to provide their names (for data pairing purposes only) and to indicate their departmental affiliation (i.e., FM, GS, IM, OB/GYN, PE, PY, or other); academic rank (i.e., resident, fellow,
instructor/lecturer, assistant professor, associate professor, or full professor); and gender (male, female, or elect not to answer). Each participant's departmental and gender characteristics were recorded and incorporated into a path analysis designed to investigate the first five research questions underpinning this study. The path analysis originally incorporated participants' academic rank characteristics in addition to their departmental and gender demographics, but was removed following preliminary analysis of model fit (Chapter 4).

*Evaluative Task Load Index (EVAL-TLX).* The second portion of the survey contained the EVAL-TLX and was used to calculate one's numeric evaluative strain ('Strain'), or one's perceived evaluative responsibilities; including both one's perceptions of his or her evaluative load and one's conceptualizations of the cognitive demands needed to complete the evaluative task. This portion of the survey was a modified version of the Surgery Task Load Index (SURG-TLX). First developed and validated in 2011 by Wilson et al., the SURG-TLX is a multi-dimensional scale designed to estimate an individual surgeon's subjective experience during or immediately following the completion of a surgical task. Since the purpose of this quantitative survey was to numerically calculate participants' evaluative strain, the EVAL-TLX estimated an individual physician's subjective experiences affiliated with the completion of CCEs.

Both the SURG-TLX and the EVAL-TLX instruments retain components from the National Aeronautics and Space Administration Task Load Index (NASA-TLX), the most ubiquitous measure of human subjective experience during the performance of a task, and the Driving Activity Load Index (DALI), an instrument derived from the NASA-TLX designed to measure the subjective experience perceived while driving a car. Drawing from both of these instruments, the SURG-TLX includes six dimensions, or subscales, that are thought to represent prevalent sources of stress within the operating room. Similarly,
the EVAL-TLX has been modified to represent prevalent sources of stress within an 
*evaluative* setting. Table 3-3 shows the differences in phraseology between the SURG-TLX 
and the EVAL-TLX items.

**Table 3-3.** Phraseology differences between the SURG- and EVAL-TLX

<table>
<thead>
<tr>
<th>SURG-TLX</th>
<th>EVAL-TLX</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mental demands:</strong> How mentally demanding was the procedure?</td>
<td><strong>Mental demands:</strong> How mentally demanding is it to complete clerkship evaluations?</td>
</tr>
<tr>
<td><strong>Physical demands:</strong> How physically fatiguing was the procedure?</td>
<td><strong>Physical demands:</strong> How physically fatiguing is it to complete clerkship evaluations?</td>
</tr>
<tr>
<td><strong>Temporal demands:</strong> How hurried or rushed was the pace of the procedure?</td>
<td><strong>Temporal demands:</strong> How hurried or rushed do you feel while completing clerkship evaluations?</td>
</tr>
<tr>
<td><strong>Task complexity:</strong> How complex was the procedure?</td>
<td><strong>Task complexity:</strong> How complex is the task of completing clerkship evaluations?</td>
</tr>
<tr>
<td><strong>Situational stress:</strong> How anxious did you feel while performing the procedure?</td>
<td><strong>Situational stress:</strong> How anxious do you feel when completing clerkship evaluations?</td>
</tr>
<tr>
<td><strong>Distractions:</strong> How distracting was the operating environment?</td>
<td><strong>Distractions:</strong> How distracting is the evaluative environment when you complete clerkship evaluations?</td>
</tr>
</tbody>
</table>

The first three dimensions (i.e., mental, physical, and temporal demands) correspond to the demands the task imposes on the subject, and were adopted directly from the NASA-TLX. The fourth dimension (i.e., task complexity), was created by Wilson et al.\(^{69}\) and corresponds to the complicatedness of the task experienced by the subject. The final dimensions (i.e., situational stress and distractions) correspond to environmental demands imposed on the subject, and were adopted from the DALI instrument.

Owing to the complexity of measuring one's unique subjective experiences, the EVAL-TLX had two distinct sections. The first section asked participants to indicate the strength or magnitude with which they experienced each of the six dimensions during their completion of CCEs. Much like a physician may ask a patient to rate their pain level on a scale of one to ten, this portion of the instrument asked participants to rate how strongly they experienced each of the six dimensions associated with the completion of CCEs using six separate one hundred-point analog sliding scales (as established by the original format.
used in the NASA-TLX). Anchored with "very low" and "very high" descriptors, the scales were used to gauge participants' perceived importance of each dimension. According to Hart and Staveland, "scales of this sort are extremely useful, but their utility suffers from the tendency people have to interpret them in individual ways. For example, some people feel that mental or temporal demands are the essential aspects...regardless of the effort they expended on a given task or the level of performance they achieved." As such, the second section of the EVAL-TLX was designed to assign weights to each dimension according to the importance with which they were perceived. This is achieved by asking participants to directly 'rank-order' the six dimensions from '0' (i.e., least influential in the individual's subjective experience) to '5' (i.e., most influential in the individual's subjective experience). Each number can only be selected once, ensuring that a ranking system was established. In this way, the dimensions were rank-ordered based on the extent to which the respondent perceived them to have influenced his or her subjective experience of completing CCEs.

After both portions of the EVAL-TLX were completed, the researcher created an 'aggregated EVAL-TLX score' for each participant. This score was calculated by first multiplying a participant's scaled rating score for each dimension (determined by the number they selected on the corresponding 100-point sliding scale) by the ranked weighting for that dimension; this created an 'adjusted weighting score' for each dimension. The adjusted weighting scores were then summed across dimensions (e.g., mental demands + temporal demands + physical demands, etc.) and divided by 15 (i.e., the total number of comparisons that could be made amongst the six dimensions (e.g., physical demands vs. mental demands; physical demands vs. temporal demands; for example, see Table 3-4)). The resulting number was a participant's aggregated EVAL-TLX score (with the highest
possible score of 100); this represented an individual’s numerical evaluative strain, which was incorporated into the study’s path analysis.

### Table 3-4. Example calculation of one’s ‘aggregated EVAL-TLX score’

<table>
<thead>
<tr>
<th>Scale Title</th>
<th>Scale Rating (0-100)</th>
<th>Weighting</th>
<th>Adjusted Weighting Score (Scale Rating * Weighting)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental Demands</td>
<td>75</td>
<td>5</td>
<td>(75*5) = 375</td>
</tr>
<tr>
<td>Physical Demands</td>
<td>10</td>
<td>0</td>
<td>(10*0) = 0</td>
</tr>
<tr>
<td>Temporal Demands</td>
<td>85</td>
<td>3</td>
<td>(85*3) = 255</td>
</tr>
<tr>
<td>Situational Stress</td>
<td>50</td>
<td>4</td>
<td>(50*4) = 200</td>
</tr>
<tr>
<td>Distractions</td>
<td>45</td>
<td>2</td>
<td>(45*2) = 90</td>
</tr>
<tr>
<td>Task Complexity</td>
<td>30</td>
<td>1</td>
<td>(30*1) = 30</td>
</tr>
</tbody>
</table>

**Sum of ‘Adjusted Weighting Scores’:** $(375 + 0 + 255 + 200 + 90 + 30) = 950$

**Aggregated EVAL-TLX Score (i.e., Sum of Adj. Ratings/15) =** $(950/15) = 63.3$

*Note: In this example, physician X’s experience with each of the six dimensions has been rated using six separate 100-point rating scales. Physician X’s weighting was determined by the order in which he ranked his experience with each dimension. From highest to lowest, his ranked-order was: (5) mental demands, (4) situational stress, (3) temporal demands, (2) distractions, (1) task complexity, and (0) physical demands.*

**Validity and Reliability of the EVAL-TLX**

Wilson and colleagues found the SURG-TLX to be reliable and have a high degree of validity for evaluating resident surgeons’ subjective experiences of completing a surgical task. Following an approach used to validate a different version of the original NASA-TLX survey, the researchers experimentally manipulated operative task demands to test the instrument’s sensitivity for commonly experienced stressors. After demonstrating a high degree of validity, the SURG-TLX was adopted by several studies and is believed to provide researchers with a glimpse of how one perceives a particular surgical experience.

As the SURG-TLX has already been modified from the original NASA-TLX and confirmed to be well suited for surgeons, the researchers of this project contend that the task load index is transferable to the physician population as a whole. Moreover, the EVAL-TLX differed from the SURG-TLX in minimal aspects of phraseology (i.e., changing the past tense of ‘was’ to ‘is’ and using ‘evaluative’ rather than ‘operating’). The investigators considered the EVAL-
TLX to be a reasonable extrapolation of previously validated instruments conducive for measuring the perceived evaluation strain of participants.

Data Pairing

After the time window for survey submission closed, participants’ names were used to pair survey data with participants’ E*Value records (i.e., CCE records). Data were ‘married’ by pairing a participant’s numeric evaluative strain score (i.e., one’s ‘aggregated EVAL-TLX score’ derived from the EVAL-TLX) with his or her E*Value records in preparation for analysis to understand how one’s evaluative load (a purely objective measure) directly influenced strain (as surmised from the EVAL-TLX). Following this pairing, all E*Value records were stripped of identifiers and each evaluating physician was assigned a random identifier (e.g., GS1) to anonymize information for data analysis.

Evaluative Load

Evaluative load (‘Load’) was defined as the measurable quantity of evaluations, ratings, or surveys completed by a physician during a specific period-of-time. As this research specifically used CCEs as a surrogate for measuring physicians’ evaluative load, this variable was calculated by counting the number of CCEs a physician completed between January 2015 and August 2016.

All medical departments affiliated with the Indianapolis campus of IUSM use E*Value Data Management (Advanced Informatics Solutions, 2016) to manage records of completed CCEs. As a cloud-based system, E*Value offers evaluation services to a variety of different organizations, including both undergraduate and graduate medical education offices throughout the country. At IUSM, E*Value is used by both faculty and students as an evaluation platform to provide feedback on the learning experience, suggest curricular modifications, and to store both faculty-completed evaluations of medical students’ elective courses and clinical clerkships, as well as student-completed evaluations of preceptor
Within the E*Value system, residents, fellows, and attending physicians submit department-specific clerkship evaluation forms for each student performance they observe. These datasets serve as a cumulative library for all of the CCEs completed by a particular IUSM medical department or physician for a given academic period. Included in the records are the names of the evaluating physician as well as the student being evaluated; the time frame during which the observation took place; the location of the observation (i.e., the clinical site); the date the evaluation was administratively requested; the date of submission; the evaluator’s responses to each of the closed-ended questions posed on the CCE; and responses to any required or optional open-ended questions. Table 3-5 provides an abbreviated example of one’s CCE records.

Table 3-5. Example CCE records for a single physician

<table>
<thead>
<tr>
<th>Evaluator</th>
<th>Student</th>
<th>Begin Time Frame</th>
<th>End Time Frame</th>
<th>Clinical Site</th>
<th>Date Requested</th>
<th>Date Submitted</th>
</tr>
</thead>
</table>

As each CCE must be submitted to this system, this dataset was used to calculate a physician’s evaluative load. E*Value records for each included medical department were exported to and organized within Microsoft Excel (Microsoft Corporation, 2016) in order to compute participants’ evaluative load. Using Table 3-5 as an example, Physician A’s CCE records indicate that he or she completed evaluations for five students within the study’s timeframe (i.e., January 2015 to August 2016). As evaluative load was the measurable quantity of CCEs a physician completed during that timeframe, physician A had an evaluative load of five evaluations. This value was then incorporated into the path analysis to represent the individual’s evaluative load. So as to protect the privacy of IUSM’s
physicians, only physicians who completed the survey and consented to participate in the study had their E*Value records accessed and married to their Strain data.

**Time Delay**

In this study, time delay (‘Delay’) represented the time lapse between a physician’s last observation of (or encounter with) a clerk and the rating of that clerk’s clinical performance using a CCE. E*Value records of physicians’ completed CCEs include information on the ‘end time frame,’ or the period during which the observation period ended, as well as the ‘date submitted,’ or the date and time the evaluation was submitted to the E*Value system. Calculating the time difference between the ‘date submitted’ and the date listed on ‘end time frame’ allowed the researcher to measure the time delay between the observational period of a clerk’s clinical performance and the evaluation of that performance (assuming the CCE was completed the same day as the submission). Again, using Table 3-5 as an example, Physician A’s last date of observation (denoted by ‘end time frame’) for Student 1 was subtracted from the date the evaluation was submitted (denoted by ‘date submitted’). Such a calculation (e.g., 6/3/15 – 5/23/15) resulted in a delay of 11 days and represented Physician A’s time delay for that particular evaluation. Time delays were calculated for each evaluation completed by a physician and an ‘aggregated time delay’ score was created by averaging all of an individual’s separate ‘time delays’ together. This aggregate score represented the average amount of time that elapsed between observing and submitting an evaluation of a clerk and was used to represent ‘Delay’ in the path analysis.

**Quality of CCEs**

Within this study, ‘quality of CCEs’ represented the collective quality measure of both the closed-ended and open-ended CCE items on the evaluation. Because the closed-ended and open-ended items allow a physician to rate different aspects of a clerk’s
performance in distinct ways, a separate outcome variable was warranted for each portion of the evaluation. ‘Score differentiation’ was defined as a measure of evaluative variation and was used to represent the quality of the closed-ended CCE items. ‘Quality of feedback’ was defined as an estimate of the ‘clarity’ of written feedback and was used to represent the quality of the single required open-ended CCE item.

Because ‘quality’ is a theoretical construct that is not readily observed, the operationalization of this construct was challenging. Though there is no single, perfect measure of quality, the utilization of several ‘quality indicators’ as a proxy of this construct were used. The quality indicators chosen drew from published measures of satisficing and aspects of constructive feedback and were used to calculate a ‘quality score’ for each of the two quality variables. Each quality score was then incorporated into the path analysis.

**Score Differentiation**

Score differentiation (‘Diff’) measured one’s evaluative variation within and across CCEs completed by a single physician. Within evaluations and surveys, non-differentiation (or a lack of variation among items) can manifest as ‘straight-lining,’ which occurs when respondents or evaluators select the same choice for all (or nearly all) responses, such that a ‘straight-line’ of responses is visible. Straight-lining is suggestive of poor-quality as it implies that the respondent is ‘satisficing,’ or selecting an answer deemed ‘good enough’ in order to expedite the survey or evaluative process. A measure of score differentiation was assessed for each physician by calculating the physician’s mean variance across items by student (i.e., item-to-item variance (abbreviated ITI variance)) for five randomly selected evaluations he or she had completed. As variance describes the spread of a set of numbers or observations, a low ITI variance (i.e., close to zero) was considered indicative of
straight-lining, while a high ITI variance (i.e., close to one or above) indicated a low degree of non-differentiation, implying a higher degree of rating quality.\textsuperscript{51,81}

Although straight-lining is accepted as an indicator of (poor) quality,\textsuperscript{51,77,81} it should be noted that the presence of straight-lining is not always evidence of satisficing. It is possible for a respondent or evaluator to consciously and purposefully respond to each item and still produce a visible 'straight-line.'\textsuperscript{77} To account for this, a second quality measure was necessary. As such, one's evaluation-to-evaluation (ETE) variance was assessed by calculating the participant's mean variance across evaluations by item for the same five evaluations. In other words, a physician's ETE variance indicated the extent to which the participant habitually graded CCEs in a similar manner across students, relative to his or her peers. As this measure represented how well physicians express performance differences across evaluations by item, a low ETE variance (i.e., close to zero) indicated that a physician was not likely to note individual differences among students relative to his or her peers. A high ETE variance (i.e., close to or above one) indicated that a physician was more likely to detect individual strengths and weaknesses between evaluated students. An 'aggregated differentiation score' was calculated for each physician by summing his or her ITI and ETE variances. This aggregate score represented the average quality of a physician's closed-ended CCE items and was used to represent 'Diff' in the path analysis.

\textit{Quality of Feedback}

'Quality of Feedback' (‘QOF’) was a measure of the 'clarity' or 'resolution' of the one required open-ended item included on the CCE. Using the definition provided by Williams et al.,\textsuperscript{37} quality of the open-ended item was "analogous to high-resolution or high-definition television displays," such that a 'high-resolution' CCE implied that the written feedback on the evaluation contained an appreciable amount of detail, and a clear, precise description of the clerk's clinical prowess. The QOF for each individual physician was assessed using a
'Quality of CCE Rubric' (Appendix D, Table D-1) that consisted of four quality measures.

These quality measures were designed to assess the substance of the physicians' responses to the open-ended question. This was done by judging the frequency with which a physician included:

- A diagnostic observation. This measure required a physician's written feedback to comment on at least one observable behavior and/or skill (e.g., "X did a great job. He was calm, thoughtful, and polite. He arrived on time and wore proper attire");

- A formative comment. This was a two-part measure that required a physician's written feedback to suggest at least one specific area of strength and/or weakness and provide a clear explanation of what was done well or how to improve (e.g., "It was clear he really cared for his patients' well-being by being an excellent advocate for his patients");

- A specific remark. This was also a two-part measure that required a physician's written feedback to be both specific (i.e., not globally descriptive, like "did well") and uniquely formulated for the evaluated student (e.g., "Y gave a very detailed presentation on kidney stones"); and

- A practical suggestion. Practical suggestions were thorough, useful, and clearly actionable; the classification of a physician's written feedback to the student as 'practical' was directly related to the presence of a 'specific' comment, such that a physician could not receive credit for having included a practical comment if they did not also include a specific comment. For example, the comment, "Y gave a very detailed presentation on kidney stones. Though her presentation skills are above average among her peers, she could work on improving eye contact with her audience during future presentations" includes both a specific comment and a practical comment. Had the physician instead written, "Y gave a very detailed presentation on kidney stones. She should keep reading and learning," the physician would have received points for providing a specific comment but
no points for a practical comment, as the physician provided no guidance as to what the student should read to improve her performance.

Each physician was judged on the frequency with which he or she included a diagnostic observation, a formative comment, a specific remark, and a practical suggestion within each of the same five randomly scored CCEs used in the closed-ended items analysis. The presence of each of these comments was considered a positive indicator of feedback quality, and the inclusion of each comment type in an evaluation garnered a physician 1/5th of a point (or 0.2 points). A physician who included a diagnostic, formative, specific, and practical comment in each of his or her five evaluations received a total of one point for each type of comment (for a maximum possible total of four points). A physician's total 'quality of feedback' score was tallied and used in the path analysis to represent the quality of the written feedback provided in response to the open-ended item.

Although the examples provided with the definition of each comment type are independent of one another, it was not necessary for a physician to include four separate sentences within each evaluation to garner full credit. Rather, the researcher utilizing the Quality of CCE Rubric to assess the quality of a physician's feedback on the open-ended item needed only to observe the essence of each quality measure within the text of the physician's written feedback. To further illustrate this point, Table 3-6 provides a calculation of the QOF score for an example comment (portrayed as 'Evaluation 1' in the table).
Table 3-6. Example calculation of a single open-ended comment using the ‘Quality of CCE Rubric’

<table>
<thead>
<tr>
<th>'Quality of Feedback’ Quality Measures</th>
<th>Evaluations</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnostic observation: a comment based on observable behaviors and/or skills</td>
<td>Yes (0.2)/ No (0)</td>
<td>0.2</td>
<td>0</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.8</td>
</tr>
<tr>
<td>Formative comment: a two-part comment suggesting specific areas of strengths and/or weaknesses with a clear explanation of how to improve or what was done well</td>
<td></td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>1.0</td>
</tr>
<tr>
<td>Specific remark: a two-part comment that was both not globally descriptive, like &quot;did well,&quot; and uniquely formulated for the evaluated student</td>
<td></td>
<td>0.2</td>
<td>0</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.8</td>
</tr>
<tr>
<td>Practical suggestion: a comment that was thorough, useful, and clearly actionable</td>
<td></td>
<td>0.2</td>
<td>0</td>
<td>0.2</td>
<td>0.2</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td><strong>3.2/4</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note: The example comment graded using the Quality of CCE Rubric for Evaluation 1 stated, “Y gave a very detailed presentation on kidney stones. Though her presentation skills are above average among her peers, she could work on improving eye contact with her audience during future presentations.”

This physician’s written feedback for ‘evaluation 1’ received the total maximum points possible for a single evaluation (i.e., 0.2 x 4 = 0.8). The physician received credit for having a ‘diagnostic observation,’ as he noted that the student did not make eye contact with her audience. Full points were awarded for having a ‘formative comment,’ as he noted one of the student’s strengths (e.g., “her presentation skills are above average among her peers”) and suggested that she could improve on this strength by “making eye contact with her audience during future presentations.” Additionally, the physician’s feedback was considered to be specific, because it was clear that he was referencing an individual student and was able to address her attributes directly; and practical, as he provided an actionable suggestion to improve her presentation performance.

*Inter-Rater Reliability and Percent Agreement*

Three members of the research team (C.J.T., R.L.S., and A.B.W.) were responsible for calculating one’s QOF using the Quality of CCE Rubric. To guarantee that the rubric was used accurately and consistently among the ‘graders,’ each grader was initially responsible for
scoring the written feedback for the same 20 randomly-selected physicians. All three graders were provided definitions of each comment type along with five examples of accurately graded written feedback. After reviewing the definitions and examples, each grader scored the written feedback and calculated a QOF score for each physician using the Quality of CCE Rubric independently. After each rater had scored the written feedback for the same twenty physicians, percent agreement and inter-rater reliability were calculated using Excel (Microsoft Office, 2016) and SPSS software (IBM Analytics, 2016, Version 24), respectively, to ensure consistency among the graders and their usage of the rubric.

Percent agreement is commonly utilized in quantitative research as a measure of rater agreement. For studies involving interval, ratio, or ordinal data, percentages of agreement can be “expressed as the percentage of ratings that are in agreement within a particular interval.” Accordingly, adequate percent agreement in this study was defined as having ≤0.6 points of difference among the scores produced by the three graders, as this represented 15% of the maximum score (4) each participant could receive for their five randomly selected evaluations. As 75% agreement is considered the minimum value that should be achieved when calculating percent agreement, this was considered the cut-off for this measure.

Inter-rater reliability (IRR) is another commonly utilized measure of rater agreement in quantitative data. IRR was calculated using a two-way mixed model, single measures intra-class correlation statistic (ICC). ICC was selected as a measure of IRR because this statistic is commonly employed in studies that use two or more raters assessing the same subset of participants. ICC values range from -1 to 1, where ‘-1’ indicates an absolute lack of agreement between raters and ‘1’ is demonstrative of perfect agreement between raters. ICC values close to zero indicate that the raters are in random agreement with each other. As ICC values of 0.75-1.00 are considered an excellent
measure of inter-rater reliability, 0.75 was considered the group cut-off value for this measure.

Percent agreement calculations less than 75% and/or ICC values less than 0.75 prompted graders to discuss scoring discrepancies and rubric guidelines. Once each rater felt comfortable with their usage of the rubric, each rater re-evaluated the written feedback for the same twenty physicians. This process of evaluating written feedback and meeting to discuss rater discrepancies was repeated until an ICC value of ≥0.75 and a percent agreement of ≥75% were achieved among graders for the set of 20 randomly selected physicians that were used for rubric training. Once grading consistency had been established, each grader scored the quality of feedback for another 24 or 25 physicians using the Quality of CCE Rubric independently.

Statistical Analyses

Software

The statistical analyses conducted in this study were performed using two statistical software packages. Descriptive statistics and examination of relevant statistical assumptions were performed using SPSS (IBM Analytics, 2016, Version 24), while LISREL (Scientific Software International, 2016, Version 9.2) was utilized to conduct a path analysis aimed at answering the five research questions underpinning the quantitative portion of this study.

Path Analysis

A path analysis was used to examine the relationships among two demographic variables (i.e., Department and Gender) and the five evaluative variables (i.e., Strain, Load, Delay, Diff, and QOF) of interest. A path analysis is a form of causal modeling that allows one to estimate the strength or magnitude of hypothetical causal relationships amongst any number of independent and dependent variables using correlational data. These
hypothetical relationships are customarily displayed by a path model (Figure 3-1), defined as “a pictorial representation of the theoretical explanations of cause-and-effect relationships among a set of variables.” A path model includes a number of causal paths (denoted as arrows) that represent the direction of the predictive or causal flow and can be uni- (i.e., recursive) or bi-directional (i.e., non-recursive). Each causal path has a corresponding path coefficient (abbreviated ‘\( p \)’) that represents the degree of standard deviation change in each dependent variable that is explained or predicted by a one-unit standard deviation change in the independent variable. Each path coefficient is denoted with a subscript consisting of two numbers (e.g., \( p_{41} \)). The first number (“4” in the example) indicates the variable affected, while the second number (“1” in the example) indicates the source of the cause (Figure 3-1). Path models also include ‘disturbances’ (abbreviated ‘\( d \)’) or error terms that represents “all other influences on the outcome variables other than those shown in the model.”

**Figure 3-1.** Example of a path model

*Note:* The model illustrates path coefficients (\( p \)), endogenous, exogenous, and intervening variables, and disturbances (\( d \)).
Within causal modeling, variables are further classified as exogenous (i.e., not influenced or predicted by a variable included in the causal model) or endogenous (i.e., affected, influenced, or predicted by at least one variable in the model). Exogenous variables are positioned causally prior to the endogenous variables included in the model and are always considered independent variables. Endogenous variables are neither definitively classified as dependent or independent variables. Rather, the determination of endogenous variables as either independent or dependent variables depends on the path being examined and the research question. For example, Variable 2 in Figure 3-1 is an endogenous, dependent variable in \( p_{21} \), as it is directly affected by Variable 1; however, Variable 2 is an endogenous, independent variable in \( p_{42} \) because it directly affects Variable 4. The relationships between exogenous and endogenous variables are described as ‘total effects,’ which can be further broken down into ‘direct’ and ‘indirect’ effects. A direct effect occurs when a variable affects, predicts, or causes an effect on another variable directly (as in \( p_{41} \), where Variable 1 affects Variable 4). Conversely, an indirect effect occurs when a variable affects another variable through a third, intervening variable (e.g., Variable 1 affects Variable 4 through Variable 3); in other words, the effects of the first variable on the second variable are mediated by an intervening variable (e.g., Variable 3).

Model Specification

According to Mertler and Vannatta, “the specification of the [causal or conceptual] model is a formal declaration of the researcher’s beliefs regarding the causal links among the variables.” The path model is ultimately formed by a variety of influences, including the researcher’s experiences and observations with the variables, findings presented in the literature, and logic/intuition. The conceptual model used in this study is shown in Figure 3-2. For simplicity, the abbreviated variable notation introduced in Table 3-2 is used when
referencing the variable's roles within the path model and during the discussion of the results in Chapter 4.
Figure 3-2. The conceptual model for the study

Note: The model details the hypothesized relationships among participants' demographics, evaluative responsibilities, and the quality of CCEs. Within the model, 'z#' denotes the ordering of the specified variable within the model and 'd#' refers to the error associated with that same endogenous variable.
The study's conceptual model included two demographic variables (i.e., Department and Gender) and five evaluative variables (i.e., Strain, Load, Delay, Diff, and QOF) and was considered fully saturated ($df = 0$) with perfect goodness of fit ($\chi^2 = 0$). Rank was originally included in the conceptual model alongside Department and Gender, but was removed following preliminary analysis of model fit when it was discovered that rank had no significant associations with any other variable within the model. The demographic variables were positioned causally prior to the evaluative variables, and thus served as exogenous variables in the model. Both demographic variables were proposed to have a direct relationship with each of the five evaluative variables. Moreover, Department and Gender were allowed to intercorrelate. Using path analysis, it was also possible to calculate the indirect and total effects of the demographic variables on Strain, Delay, Diff, and QOF. The existence of an indirect relationship between the demographic variables and Load was not possible, as there was no intervening variable positioned between Load and the demographic variables. A detailed summary of the direct and indirect relationships proposed among the variables in the model is presented in Table 3-7.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Direct Effect On</th>
<th>Indirect Effect On</th>
</tr>
</thead>
<tbody>
<tr>
<td>Department</td>
<td>Load, Strain, Delay, Diff, QOF</td>
<td>Strain, Delay, Diff, QOF</td>
</tr>
<tr>
<td>Gender</td>
<td>Load, Strain, Delay, Diff, QOF</td>
<td>Strain, Delay, Diff, QOF</td>
</tr>
<tr>
<td>Load</td>
<td>Strain, Delay, Diff, QOF</td>
<td>Delay, Diff, QOF</td>
</tr>
<tr>
<td>Strain</td>
<td>Delay, Diff, QOF</td>
<td>Diff, QOF</td>
</tr>
<tr>
<td>Delay</td>
<td>Diff, QOF</td>
<td>-</td>
</tr>
</tbody>
</table>

Given that the demographic variables were categorical, it was necessary to dummy-code these variables to include them in the analysis. A description of the dummy-coded variables, their reference groups, and comparison group(s) are included in Table 3-8. The selection of reference groups was primarily based on group sample size, with the largest group chosen to represent the reference group.
Table 3-8. Dummy-coded reference groups for the demographic variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Reference Group</th>
<th>Comparison Group(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Department</td>
<td>Internal Medicine (IM)</td>
<td>Family Medicine (FM), General Surgery (GS), Obstetrics and Gynecology (OB/GYN), Pediatrics (PE), Psychiatry (PY)</td>
</tr>
<tr>
<td>Gender</td>
<td>Men</td>
<td>Women</td>
</tr>
</tbody>
</table>

*Model Estimation and Interpretation*

Statistical analysis of the path model generated unstandardized and standardized path coefficients (direct, indirect, and total effects) and significance levels (in t-values) that were interpreted to estimate the relative influence(s) of the exogenous variables on the endogenous variables (e.g., Gender on Load) and the endogenous variables on other endogenous variables (e.g., Load on Strain). Because the path model included continuous variables (i.e., Strain, Load, Delay, Diff, and QOF) and categorical variables (i.e., Department and Gender), the standardized path coefficients were favored and reported in Chapter 4. Standardized coefficients remove the specific scaling information pertinent to each variable and are interpreted in standard deviation (SD) units. This allowed for easy comparison among the variables. Moreover, standardized coefficients can be directly interpreted as effect sizes. Using Cohen’s *d*, small effects are classified as 0.20-0.49, medium as 0.50-0.79, and large as ≤0.80.

*Path Analysis Assumptions*

Prior to conducting the path analysis presented in Figure 3-2 using *LISREL* (Scientific Software International, 2016, Version 9.2), the data were organized, cleaned, and thoroughly examined to ensure that the assumptions of the statistical analyses had been met. For path analysis, the eight underlying assumptions of multiple regression were examined prior to evaluating the assumptions of path analysis. Three of the assumptions of multiple regression are concerned with the independence of the independent variables (i.e., the independent variables are fixed, measured without error, and observations are
independent of one another) and are considered factors of the research design. The five remaining assumptions of multiple regression address the normality of the data distribution, linearity (i.e., the requisite that the relationship between the independent variables and the dependent variable is linear), and homoscedasticity (i.e., the requisite that the variance of the residuals across all levels of the independent variables is constant).

In addition to the eight assumptions associated with multiple regression, there are an additional five assumptions unique to path analysis. Path analysis assumes: (1) the proposed model is an accurate representation of the actual causal sequence; (2) all variables considered to be direct causes of each endogenous variable are included in that variable’s structural equation; (3) the model contains no reciprocal causation (i.e., the model contains only one-way causal flow); (4) the variables display additive, causal, and linear relationships; and (5) all exogenous variables contained within the model are measured without error.85

*Use of the Path Model to Address the Study's Research Questions*

The next series of figures (Figures 3-3 through 3-8) demonstrates how each of the five research questions was addressed via the path analysis. Highlighted areas are meant to demonstrate how each specific research question fit within the scope of the conceptual model. Additionally, path coefficients (e.g., $p_{53}$) have been included in the figures to indicate which specific path(s) was/were interpreted to answer each research question. For simplicity, the paths from the exogenous variables to the endogenous variables have been removed, but the proposed relationships established in Figure 3-2 remain.
Analysis for Research Question 1

Figure 3-3. Analysis for Research Question 1

Note: The highlighted portion of the conceptual model addresses how the path analysis will answer the question, “How does physician evaluative load influence evaluative strain?”

Interpretation of direct path coefficient $p_{43}$ was used to determine the relative influence and significance of physicians’ evaluative load on evaluative strain. As this study only utilized physicians’ CCEs as a surrogate measure of their evaluative load, $d_3$ represented measurement error in Load and any additional sources of error derived from physicians’ additional evaluative tasks (e.g., clinical evaluations of residents) not included in the model that likely contributed to their evaluative load. Similarly, $d_4$ represented measurement error in Strain and any additional sources of error derived from physicians’ perceptions of their additional evaluative tasks (e.g., perceptions of their completed number of clinical evaluations for residents) that were not included in the model and were likely to influence a physician’s overall evaluative strain.
Note: The highlighted portion of the conceptual model addresses how the path analysis will answer the question, "How do evaluative load and evaluative strain directly affect the quality of CCEs, as measured by the degree of score differentiation and the quality of feedback?"

The interpretation of four direct path coefficients was needed to determine the extent to which evaluative load and evaluative strain directly influenced the quality of CCEs. The relative contributions of Load on Diff and Load on QOF were determined through analysis of the direct path coefficients $p_{63}$ and $p_{73}$, respectively; while the estimated influences of Strain on Diff and Strain on QOF were determined through interpretation of the direct path coefficients $p_{64}$ and $p_{74}$, respectively. Within the model, d6 and d7 represented measurement error in the variables, as well as other sources of error that may have affected the degree of score differentiation among closed ended-items and quality of feedback among the open-ended item, respectively.
Analysis for Research Question 3

**Figure 3-5. Analysis for Research Question 3**

*Note:* The highlighted portion of the conceptual model addresses how the path analysis will answer the question, "To what degree are evaluative load and evaluative strain associated with the length of time delay between a clinician’s final observation of (or encounter with) a clerk and the rating of that clerk’s clinical performance?"

Analysis of direct path coefficients \( p_{53} \) and \( p_{54} \) were used to determine the relative contributions of evaluative load and evaluative strain on the timeliness of CCE submissions, respectively. Within the model, \( d5 \) represented measurement error in Delay and other sources of error that may have contributed to the length of these time delays (e.g., a physician’s patient load) that were not included in the model.
Analysis for Research Question 4

Figure 3-6. Analysis for Research Question 4

Note: The highlighted portion of the conceptual model addresses how the path analysis will answer the question, “To what extent do time delays directly influence the quality of CCEs?”

Interpretation of direct path coefficient $p_{65}$ was necessary to determine the relative influence of the length of time delay in CCE submission on the degree of score differentiation present among the closed-ended CCE items. As score differentiation was a measure of the variation present among the closed-ended items, high degrees of differentiation (i.e., large variances) were considered a measure of good quality among this portion of the evaluation. Thus, an examination of $p_{65}$ permitted an understanding of the relative contribution of the length of time delay in CCE submission on the quality of the closed-ended items on the evaluation. Similarly, analysis of direct path coefficient $p_{75}$ permitted an interpretation of the relative contribution of the length of time delay in CCE submission on the quality of feedback present among the open-ended items. As QOF was a composite measure of the ‘clarity’ or ‘resolution’ of the open-ended items, examination of $p_{75}$ provided an understanding of how the length of time delay in CCE submission influenced the quality of the open-ended items on the evaluations.
Analysis for Research Question 5

An examination of several path coefficients was necessary to understand how physician evaluative load (research question 5A) and evaluative strain (research question 5B) indirectly influenced the quality of CCEs through the mediating effects of time delay. To streamline the interpretation of these path coefficients, a separate figure has been provided for the indirect effects of Load on Diff and QOF (Figure 3-7) and Strain on Diff and QOF (Figure 3-8).

Analysis for Research Question 5A

![Diagram for Research Question 5A](image)

**Figure 3-7. Analysis for Research Question 5A**

*Note:* The highlighted portion of the conceptual model addresses how the path analysis will answer the question, “To what extent do time delays mediate the influences of evaluative load on the quality of CCEs?” The two-toned arrows represent the indirect effects of Load on Diff and QOF, respectively.

Investigation of the relative contribution of evaluative load on score differentiation through time delay required interpretation of the indirect path coefficient of Load on Diff. Indirect path coefficients are the product of the direct path coefficients of interest. As such, the indirect path coefficient for Load on Diff is the product of the direct path coefficient for Load on Delay (i.e., $p_{53}$) and the direct path coefficient for Delay on Diff (i.e., $p_{65}$), or $p_{53} \times p_{65}$. Interpretation of $p_{53} \times p_{65}$ (provided by LISREL) permitted an understanding of how physician evaluative load indirectly contributed to the quality of the closed-ended items on the evaluations when mediated by the length of time delay in CCE submission. Similarly, the
indirect effect of Load on QOF through Delay was interpreted by $p_{53}^*p_{75}$. Examination of the indirect effect of Load on QOF through Delay allowed for understanding of how physician evaluative load indirectly contributed to the quality of the open-ended items on the evaluations when mediated by the length of time delay in CCE submission.

Analysis for Research Question 5B

![Diagram](image)

Figure 3-8. Analysis for Research Question 5B

*Note:* The highlighted portion of the conceptual model addresses how the path analysis will answer the question, “To what extent do time delays mediate the influences of evaluative strain on the quality of CCEs?” The two-toned arrows represent the indirect effects of Strain on Diff and QOF, respectively.

To determine the extent to which time delays mediated the influences of evaluative strain on the quality of CCEs, it was necessary to interpret the relative indirect contributions of Strain on Diff (i.e., $p_{54}^*p_{65}$) and Strain on QOF (i.e., $p_{54}^*p_{75}$). Interpretation of $p_{54}^*p_{65}$ permitted an understanding of how physician evaluative strain contributed to the quality of the closed-ended items on the evaluations when mediated by the length of time delay in CCE submission; while analysis of $p_{54}^*p_{75}$ explained the extent to which the quality of the closed-ended items on the evaluations was indirectly influenced by physician evaluative strain through the length of time delays in CCE submission.
Phase II: Collection and Analysis of Qualitative Data

While the quantitative phase of the study sought to numerically estimate the effects of physicians' evaluative responsibilities on the quality of the clinical evaluations they produce, the qualitative phase of the study was designed to explore how physicians perceive the utility, quality, cost, and practicability of CCEs they complete for third-year medical students. This section begins with a description of the participants and sampling strategy used. A depiction of the data collection techniques and data analyses will follow. The chapter concludes with a discussion of the study's ethical considerations.

Participants and Sampling Strategy

Participants for phase II were selected using a stratified, purposeful sampling technique. In general, purposeful sampling allows the researcher to intentionally select individuals, thus promoting a better, in-depth understanding of the research question(s).

As is customary with a two-phase, sequential explanatory mixed-methods approach, the participants in phase II must have participated in phase I. Individuals selected for phase II must have answered "yes" to the dichotomous yes/no survey question, which queried participants on their willingness to provide information in the form of a follow-up interview. From the pool of respondents willing to be interviewed, the investigator purposefully contacted participants with variable background demographics and evaluative responsibilities from each medical department surveyed. In the case where a selected individual declined the researcher's invitation to participate in phase II, the selection process was repeated until at least one participant from each medical department consented to participate or all participants from a given medical department had declined the invitation.
Data Collection

Phase II data were collected via semi-structured, one-on-one interviews (n = 8). According to Merriam, semi-structured interviews fall in the middle of an interview continuum, between 'highly-structured' and 'unstructured' interviews. Semi-structured interviews utilize an interview guide or protocol to direct the topic of conversation, while allowing the researcher to follow any tangible thoughts or comments that arise during the course of the conversation. Moreover, this guide is used flexibly, such that there is no pre-defined order or specific wording to the questions.

Phase II participants selected the time and location of their interview. An interview protocol (Appendix E) was developed after the collection and analysis of the quantitative data, as is common in a two-phase, sequential explanatory mixed-methods approach. This protocol was used to prompt and engage participants, but the interviews were not limited to questions included on the protocol. Moreover, not all questions included on the protocol were discussed in each interview. The questions included on the interview protocol were designed to stimulate discussion about the participants' survey responses, the evaluative process as a whole, and their views on the utility, quality, cost, and practicability of CCEs.

Each interview was conducted by the principal member of the research team (C.J.T.) and lasted 20-30 minutes. During each interview, the researcher took notes regarding participants' expressions and non-verbal gestures. These notes served to remind the researcher of important observational data obtained during the interview that were used to provide context during transcription. Finally, each interview was audio-recorded using the Voice Memos application (Mobile Nations, 2016), with permission of the participants. After being paired to each participants' previous data points (i.e., the survey and E*Value records), any identifying information was stripped and recordings remained confidential. Each interview was transcribed verbatim using Transcribe (Wreally Studios, 2016).
Data Analysis

Analysis of the qualitative data occurred “simultaneously with data collection.” According to Merriam, “To wait until all data are collected is to lose the opportunity to gather more reliable and valid data; it is also to court disaster, as many a qualitative researcher has been overwhelmed and rendered impotent by the sheer amount of data in a qualitative study.” Using this approach, the primary researcher transcribed the audio recording of each interview immediately following its completion. The transcription was read and reread, notes were written in the margins, and the researcher documented her thoughts and feelings as they arose, as to detail any personal biases. The researcher also ‘memo-ed’ her reflections, recorded possible themes, and noted ideas that were utilized in the subsequent interview. This repetitive cycle allowed the researcher to continuously inform the next round of data collection while keeping the researcher aware of emerging themes. Themes were generated through a thematic analysis that utilized coding, a process that groups observations based on similarities and denotes them with a meaningful ‘code,’ or name. This thematic analysis was performed in duplicate by the researcher and a second qualitative researcher (outside of the research team). In the event of coding discrepancies, the researchers reanalyzed the codes until a consensus was established. Coding continued until both researchers were satisfied that coding saturation had been reached, or the point at which analyzing data yielded no new findings or meanings.

ETHICAL CONSIDERATIONS

Ethical approval to conduct the study was provided by the Institutional Review Board (IRB) at Indiana University (Study number 1604657202). All quantitative and qualitative data was electronically secured on a password-protected server, also maintained by Indiana University.
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INTRODUCTION

The purpose of this two-phase, sequential explanatory mixed-methods study was twofold. The first, quantitative phase was devised to numerically estimate the extent to which the quality of clinical clerkship evaluations (CCEs) was directly affected by physician evaluative load and evaluative strain and indirectly mediated by time delays in clerkship evaluation submissions. To achieve this aim, this phase of the study included the calculation of the five evaluative variables (i.e., evaluative strain, evaluative load, time delays, differentiation, and quality of feedback) and the three demographic variables (i.e., gender, medical department affiliation, and academic rank). A path analysis was then used to estimate the magnitude of the hypothesized, causal relationships among the first seven variables. The second, qualitative phase explored how physicians perceive the utility, quality, cost, and practicability of CCEs they complete for third-year medical students. These perceptions were gathered through semi-structured, one-on-one interviews and were analyzed using thematic analysis.

This chapter presents the quantitative and qualitative results of this study. Presented first, the quantitative findings will begin with a description of the demographic characteristics of the participants for phase I. Next, examination of the necessary statistical assumptions will lead to the results of the path analysis used to answer the five research questions underpinning this phase of the study. The second portion of this chapter will detail the qualitative findings. After describing the demographic characteristics of the participants for phase II, the results of the thematic analysis used to understand how participants perceive the CCEs they complete will be presented by sub-research question.
PART I: QUANTITATIVE RESULTS

Study Participants

Of the 1518 surveys that were potentially administered, 160 (11%) were completed. Of this value, 67 were excluded from the study due to incomplete survey responses or missing E*Value records (pulled from January 2015 to August 2016) that prevented the calculation of participants’ evaluative strain and/or evaluative load. This resulted in a total of 93 surveys viable for analysis (6.1%). Participation rate by medical department is displayed in Table 4-1.

Table 4-1. Response rate by medical department

<table>
<thead>
<tr>
<th>Medical Department</th>
<th>Participating Physicians (n)</th>
<th>Physicians Eligible to Participate (n)</th>
<th>Participation Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FM</td>
<td>1</td>
<td>213</td>
<td>0.5%</td>
</tr>
<tr>
<td>GS</td>
<td>11</td>
<td>187</td>
<td>5.9%</td>
</tr>
<tr>
<td>IM</td>
<td>34</td>
<td>501</td>
<td>6.8%</td>
</tr>
<tr>
<td>OB/GYN</td>
<td>6</td>
<td>110</td>
<td>5.5%</td>
</tr>
<tr>
<td>PE</td>
<td>34</td>
<td>428</td>
<td>7.9%</td>
</tr>
<tr>
<td>PY</td>
<td>7</td>
<td>79</td>
<td>8.9%</td>
</tr>
<tr>
<td>Total</td>
<td>93</td>
<td>1518</td>
<td>6.1%</td>
</tr>
</tbody>
</table>

Fifty-five percent (51/93) of the surveyed participants were male. The majority of participants cited departmental affiliation with either IM (n = 34) or PE (n = 34), but all six medical departments surveyed had at least one physician respond. Thirty-four percent (32/93) of participants identified as residents, 25.8% (24/93) identified as assistant professors, 26.9% (25/93) identified as associate professors, and 12.9% (12/93) identified as full professors. No fellows or instructors/lecturers completed the survey.

When asked about the extent to which one feels overwhelmed by the number of CCEs he or she is asked to complete, 54.8% (51/93) of respondents reported feeling “sometimes overwhelmed,” while only 9.7% (9/93) of participants reported feeling “very often overwhelmed.” Respondents were also polled on their additional evaluative
The overwhelming majority of participants reported also having regular evaluative duties related to resident evaluations (96%), professional society surveys/questionnaires (70%), and institution-specific surveys/questionnaires (85%). A detailed description of the participants from the quantitative phase of this study is summarized in Table 4-2.

**Table 4-2. Description of phase I participants**

<table>
<thead>
<tr>
<th>Variable</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>51 (55.0%)</td>
</tr>
<tr>
<td>Female</td>
<td>42 (45.0%)</td>
</tr>
<tr>
<td><strong>Medical Department</strong></td>
<td></td>
</tr>
<tr>
<td>FM</td>
<td>1 (1.1%)</td>
</tr>
<tr>
<td>GS</td>
<td>11 (11.8%)</td>
</tr>
<tr>
<td>IM</td>
<td>34 (36.6%)</td>
</tr>
<tr>
<td>OB/GYN</td>
<td>6 (6.4%)</td>
</tr>
<tr>
<td>PE</td>
<td>34 (36.6%)</td>
</tr>
<tr>
<td>PY</td>
<td>7 (7.5%)</td>
</tr>
<tr>
<td><strong>Academic Rank</strong></td>
<td></td>
</tr>
<tr>
<td>Resident</td>
<td>32 (34.4%)</td>
</tr>
<tr>
<td>Fellow</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Instructor/Lecturer</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Assistant Professor</td>
<td>24 (25.8%)</td>
</tr>
<tr>
<td>Associate Professor</td>
<td>25 (26.9%)</td>
</tr>
<tr>
<td>Full Professor</td>
<td>12 (12.9%)</td>
</tr>
<tr>
<td><strong>Extent to which one feels overwhelmed by one’s evaluative load</strong></td>
<td></td>
</tr>
<tr>
<td>I never feel overwhelmed.</td>
<td>21 (22.6%)</td>
</tr>
<tr>
<td>I sometimes feel overwhelmed.</td>
<td>51 (54.8%)</td>
</tr>
<tr>
<td>I often feel overwhelmed.</td>
<td>12 (12.9%)</td>
</tr>
<tr>
<td>I very often feel overwhelmed.</td>
<td>9 (9.7%)</td>
</tr>
<tr>
<td><strong>Other surveys/evaluations regularly completed</strong></td>
<td></td>
</tr>
<tr>
<td>Resident evaluations</td>
<td>89 (96.0%)</td>
</tr>
<tr>
<td>Professional society surveys</td>
<td>65 (70.0%)</td>
</tr>
<tr>
<td>Institution-related surveys</td>
<td>79 (85.0%)</td>
</tr>
</tbody>
</table>
Path Analysis Results

The aim of the quantitative phase of this study was to numerically estimate the extent to which the quality of CCEs was directly affected by physicians’ evaluative load and strain and indirectly mediated by time delays in CCE submission. To achieve this aim, a path analysis examined the hypothesized causal relationships (Figure 3-2) among two demographic variables (i.e., Department and Gender) and five evaluative variables (i.e., Load, Strain, Delay, Diff, and QOF). The results of the statistical assumptions necessary to conduct the path analysis will be presented first, followed by a summary of model fit. Results are organized by research question and are presented alongside figures that demonstrate how the path model specifically addressed each respective research question. As previously mentioned, presentation of the path analysis results will consist of the standardized parameter estimates, as such estimates remove all individual scaling information pertinent to each variable and adjust variables to have the same standard deviation. Such an adjustment allows for easy interpretation of the data regardless of the original classification of the variable (e.g., continuous or categorical).

Statistical Assumptions

Prior to conducting the path analysis (Figure 3-2) using LISREL (Scientific Software International, 2016, Version 9.2), the data were thoroughly examined to ensure that the assumptions of the statistical analysis had been met. In the instance where a particular assumption was not met, the literature was consulted to determine the severity of the violation and whether it was appropriate to continue with the analysis.

Conducting a path analysis requires an examination of thirteen statistical assumptions. Eight of these assumptions pertain specifically to multiple regression analyses and must be examined prior to evaluating the remaining five assumptions that pertain specifically to path analysis. Three of the assumptions of multiple regression are concerned
with the independence of the independent variables and are factors of the research design. The five remaining assumptions of multiple regression address the normality of the data distribution, linearity (i.e., the requisite that the relationship between the independent variables and the dependent variable is linear), and homoscedasticity (i.e., the requisite that the variance of the residuals across all levels of the independent variables is constant).

The normality of the data distribution was assessed through visual inspection of both histograms and normal probability plots of the five evaluative variables and calculation of several descriptive statistics (i.e., skewness and kurtosis). Preliminary examination revealed an approximately normal distribution with appropriate descriptive statistics for Strain and QOF, while Load, Delay, and Diff all displayed a strong positive skew and leptokurtosis (Table 4-3). To correct for these departures from normality, a logarithmic (ln) transformation was conducted for the latter three variables using SPSS (IBM Analytics, 2016, Version 24). Descriptive statistics, histograms, and normal probability plots for the transformed variables revealed that the log transformation was successful in eliminating problems of skewness and kurtosis for each variable. The resulting variables (ln Load, ln Delay, and ln Diff) were used in all subsequent data analyses directly related to the path analysis. To achieve normalization of the data, the log transformations substantially changed the scale of the variables, reduced the standard deviations, and resulted in a desirable platikurtotic increase of the variables. The descriptive statistics for all five evaluative variables, including the pre- and post-transformations of Load, Delay, and Diff are displayed in Table 4-3. It was not appropriate to test the normality of the data distribution for the demographic variables (i.e., Department and Gender), as the variables were categorical in nature.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>SD</th>
<th>Skewness a</th>
<th>Kurtosis b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strain</td>
<td>50.14</td>
<td>18.58</td>
<td>-0.28</td>
<td>-0.29</td>
</tr>
<tr>
<td>Load</td>
<td>21.34</td>
<td>16.68</td>
<td>1.67</td>
<td>2.92</td>
</tr>
<tr>
<td>ln Load</td>
<td>2.79</td>
<td>0.74</td>
<td>0.10</td>
<td>-0.76</td>
</tr>
<tr>
<td>Delay</td>
<td>8.30</td>
<td>10.69</td>
<td>2.77</td>
<td>9.37</td>
</tr>
<tr>
<td>ln Delay</td>
<td>1.41</td>
<td>1.32</td>
<td>-0.41</td>
<td>-0.29</td>
</tr>
<tr>
<td>Diff</td>
<td>3.03</td>
<td>1.24</td>
<td>1.34</td>
<td>3.26</td>
</tr>
<tr>
<td>ln Diff</td>
<td>3.18</td>
<td>0.67</td>
<td>-0.24</td>
<td>-0.22</td>
</tr>
<tr>
<td>QOF</td>
<td>2.48</td>
<td>0.90</td>
<td>-0.70</td>
<td>0.61</td>
</tr>
</tbody>
</table>

Note: Strain = Evaluative Strain; Load = Evaluative Load; ln Load = Transformed Evaluative Load; Delay = Time Delay; ln Delay = Transformed Time Delay; Diff = Score Differentiation; ln Diff = Transformed Score Differentiation; QOF = Quality of Feedback

Intercept, or the assumption that the relationship between the independent variables and the dependent variable is linear, was examined through visual inspection of bivariate scatterplots of the variables of interest. The scatterplots showing the linearity between ln Load and ln Diff suggested a strong linear relationship; other indications of linearity were present between ln Load and ln Delay; ln Diff and ln Delay; ln Strain and ln Diff; and Strain and ln Delay. Finally, the assumption of homoscedasticity, or the requisite that the variance of the residuals be constant across all values of the independent variables, was assessed through an examination of residual plots. Visual examination of both the residual plots for the outcome variables ln Diff and QOF provided unclear evidence as to whether the assumption of homoscedasticity was violated. However, modest violations of the assumptions of linearity and homoscedasticity do not invalidate the results of the regression analysis. As such, the assumptions for the regression analysis were considered satisfactorily met.

Once the eight assumptions of multiple regression were met, it was necessary to examine the five additional assumptions unique to path analysis. Path analysis assumes (1) the proposed model is an accurate representation of the actual causal sequence; (2) all variables considered to be direct causes of each endogenous variable are included in that
variable’s structural equation; (3) the model contains no reciprocal causation (i.e., the model contains only one-way causal flow); (4) the variables display additive, causal, and linear relationships; and (5) all exogenous variables contained within the model are measured without error. The first four assumptions of path analysis are directly related to the model specification, and consequently are not able to be examined through statistical methods. Rather, assumptions concerning model fit are best examined through a subjective analysis of the model’s “credibility, reasonableness, and utility.” The path model unique to this study was formed through the researcher’s experiences and observations with the variables, logic/intuition, and findings presented in the literature that support the existence of the hypothesized causal relationships among the variables. The combination of these influences implies credibility, and lends itself to the reasonableness of the results being interpreted within the context of this literature. Finally, the model’s utility is evidenced by its relevance to medical academia, as was previously described in Chapter 1. The fifth assumption of path analysis is associated with data collection. The exogenous variables in this model (i.e., Department and Gender) were collected using the study’s electronic survey and are believed to be honest representations of the participants’ demographic characteristics.

Path Analysis Findings

The path model used was fully saturated ($df = 0$) and produced perfect goodness of fit ($\chi^2 = 0$). Table 4-4 demonstrates the correlation matrix, means, and standard deviations for the two demographic variables (dummy-coded into a total of seven variables) and five evaluative variables included in the model. The squared multiple correlations ($R^2$) of the structural equations (i.e., the percentage of variance of the endogenous variables explained by the model), are also presented in Table 4-4. The independent variables accounted for 28% of the variability in evaluative load. Likewise, the model accounted for 19%, 36%, 88%,
and 15% of the variance in evaluative strain, time delay, differentiation, and quality of feedback, respectively.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Load</th>
<th>Strain</th>
<th>Delay</th>
<th>Diff</th>
<th>QOF</th>
<th>FM</th>
<th>GS</th>
<th>OB/GYN</th>
<th>PE</th>
<th>PY</th>
<th>Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strain</td>
<td>0.07</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delay</td>
<td>-0.02</td>
<td>0.35</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diff</td>
<td>0.80</td>
<td>0.27</td>
<td>0.47</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QOF</td>
<td>-0.07</td>
<td>-0.09</td>
<td>-0.04</td>
<td>-0.09</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FM</td>
<td>-0.04</td>
<td>-0.06</td>
<td>-0.11</td>
<td>-0.11</td>
<td>0.18</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS</td>
<td>0.10</td>
<td>-0.01</td>
<td>0.19</td>
<td>-0.19</td>
<td>-0.04</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OB/GYN</td>
<td>0.34</td>
<td>0.38</td>
<td>0.20</td>
<td>-0.20</td>
<td>-0.03</td>
<td>-0.10</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PE</td>
<td>0.08</td>
<td>-0.16</td>
<td>0.13</td>
<td>0.01</td>
<td>-0.08</td>
<td>-0.28</td>
<td>-0.20</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>0.18</td>
<td>0.00</td>
<td>-0.05</td>
<td>0.19</td>
<td>-0.03</td>
<td>-0.03</td>
<td>-0.10</td>
<td>-0.07</td>
<td>-0.22</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>-0.08</td>
<td>0.22</td>
<td>0.38</td>
<td>0.11</td>
<td>0.02</td>
<td>-0.09</td>
<td>-0.27</td>
<td>0.20</td>
<td>0.25</td>
<td>-0.10</td>
<td>1.00</td>
</tr>
</tbody>
</table>

| Mean    | 2.79 | 50.14  | 1.41  | 3.18 | 2.48|    |    |        |    |    |        |
| SD      | 0.74 | 18.58  | 1.32  | 0.67 | 0.90|    |    |        |    |    |        |

| R²      | 0.28 | 0.19   | 0.36  | 0.88 | 0.15|    |    |        |    |    |        |

Note: Load = Evaluative Load; Strain = Evaluative Strain; Delay = Time Delay; Diff = Score Differentiation; QOF = Quality of Feedback; FM = Family Medicine; GS = General Surgery; OB/GYN = Obstetrics and Gynecology; PE = Pediatrics; PY = Psychiatry; Gender = Female.
Examination of the $\psi$ matrix (abbreviated in Table 4-5) revealed the error variance estimates, standard errors (SE), and t-values of the residuals. Importantly, the matrix indicated no correlation between Diff and QOF, net the effects of other variables in the model ($\beta = -0.01$, $SE = 0.03$, $p > 0.05$), meaning that Diff and QOF measured different evaluation behaviors.

**Table 4-5. Estimated variance of the residuals**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Load</th>
<th>Strain</th>
<th>Delay</th>
<th>Diff</th>
<th>QOF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load</td>
<td>0.72</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strain</td>
<td></td>
<td>0.81</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delay</td>
<td></td>
<td></td>
<td>0.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diff</td>
<td></td>
<td></td>
<td></td>
<td>0.12</td>
<td>0.85</td>
</tr>
<tr>
<td>QOF</td>
<td></td>
<td></td>
<td></td>
<td>-0.01</td>
<td></td>
</tr>
</tbody>
</table>

*p < 0.05, **p < 0.01, ***p < 0.001

*Note:* Load = Evaluative Load; Strain = Evaluative Strain; Delay = Time Delay; Diff = Score Differentiation; QOF = Quality of Feedback.

**Demographic Variables**

The rationale for including the demographic variables (i.e., Department and Gender) in the model was threefold. Firstly, the demographic variables provide a familiar context within which to interpret the results of the analysis. One’s medical department affiliation and gender are often presented in literature pertaining to medical faculty. Including these variables in the model helps to make the results of the study more relatable/applicable to the end users of this work. Secondly, the inclusion of these variables permitted an understanding of how one’s departmental culture/climate may influence one’s evaluative responsibilities. As little literature exists on physician evaluative load and strain, theoretically one’s medical department affiliation and gender could be influential determinants of the evaluative variables. As such, it was deemed necessary to understand which, if any, demographic factors may ultimately affect the quality of CCEs. Finally, inclusion of these variables allowed the model to control for medical department affiliation.
and gender while interpreting the results of the path model that pertain specifically to the evaluative variables of interest.

Despite the inclusion of these demographic variables in the model, the interpretation of the relative influences of the demographic variables on the evaluative variables was not the principal focus of the study; accordingly, results that pertain specifically to the demographic variables are presented separately from the discussion of the results related to each specific research question. Moreover, the discussion of the effects of the demographic variables on the evaluative variables details how one's evaluative responsibilities are affected by one's medical department affiliation and gender. A summary of the standardized direct, indirect, and total effects of the demographic variables on the evaluative variables is shown in Table 4-6. Unless otherwise stated, the significant effects referenced in the text refer to the total effects.
Table 4-6. Standardized effects of the demographic variables on the evaluative variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>FM</th>
<th>GS</th>
<th>OB/GYN</th>
<th>PE</th>
<th>PY</th>
<th>Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Load</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td>0</td>
<td>0.22*</td>
<td>0.49***</td>
<td>0.35***</td>
<td>0.30**</td>
<td>-0.17</td>
</tr>
<tr>
<td>Indirect</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>0</td>
<td>0.22*</td>
<td>0.49***</td>
<td>0.35***</td>
<td>0.30**</td>
<td>-0.17</td>
</tr>
<tr>
<td><strong>Strain</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td>-0.04</td>
<td>0.05</td>
<td>0.34**</td>
<td>-0.12</td>
<td>0.03</td>
<td>0.19</td>
</tr>
<tr>
<td>Indirect</td>
<td>0</td>
<td>-0.01</td>
<td>-0.02</td>
<td>-0.01</td>
<td>-0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Total</td>
<td>-0.04</td>
<td>0.04</td>
<td>0.32**</td>
<td>-0.13</td>
<td>0.02</td>
<td>0.19</td>
</tr>
<tr>
<td><strong>Delay</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td>-0.03</td>
<td>0.40***</td>
<td>0.19</td>
<td>0.28**</td>
<td>0.13</td>
<td>0.31**</td>
</tr>
<tr>
<td>Indirect</td>
<td>-0.01</td>
<td>-0.03</td>
<td>0.01</td>
<td>-0.09</td>
<td>-0.04</td>
<td>0.08</td>
</tr>
<tr>
<td>Total</td>
<td>-0.04</td>
<td>0.37***</td>
<td>0.20*</td>
<td>0.19</td>
<td>0.08</td>
<td>0.39***</td>
</tr>
<tr>
<td><strong>Diff</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td>-0.02</td>
<td>-0.02</td>
<td>0</td>
<td>0.02</td>
<td>0.07</td>
<td>-0.03</td>
</tr>
<tr>
<td>Indirect</td>
<td>-0.02</td>
<td>0.36***</td>
<td>0.50***</td>
<td>0.36***</td>
<td>0.28**</td>
<td>0.06</td>
</tr>
<tr>
<td>Total</td>
<td>-0.04</td>
<td>0.34***</td>
<td>0.50***</td>
<td>0.37***</td>
<td>0.34***</td>
<td>0.03</td>
</tr>
<tr>
<td><strong>QOF</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td>0.16</td>
<td>-0.32**</td>
<td>-0.34**</td>
<td>-0.2</td>
<td>-0.14</td>
<td>0.02</td>
</tr>
<tr>
<td>Indirect</td>
<td>0</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td>0.05</td>
<td>0.02</td>
</tr>
<tr>
<td>Total</td>
<td>0.15</td>
<td>-0.24*</td>
<td>-0.26*</td>
<td>-0.13</td>
<td>-0.09</td>
<td>0.04</td>
</tr>
</tbody>
</table>

*p < 0.05, **p < 0.01, ***p < 0.001

Note: Load = Evaluative Load; Strain = Evaluative Strain; Delay = Time Delay; Diff = Score Differentiation; QOF = Quality of Feedback; FM = Family Medicine; GS = General Surgery; OB/GYN = Obstetrics and Gynecology; PE = Pediatrics; PY = Psychiatry; Gender = Female.
Medical Department. Findings revealed that medical department affiliation had a small but statistically significant effect on evaluative load for physicians from the departments of GS ($\beta = 0.22, p < 0.05$), OB/GYN ($\beta = 0.49, p < 0.001$), PE ($\beta = 0.35, p < 0.001$), and PY ($\beta = 0.30, p < 0.01$) when compared to those from IM, suggesting that physicians from these departments had more assigned evaluative tasks. Additionally, affiliation with OB/GYN had a positive and significant effect on evaluative strain, as compared to an affiliation with IM ($\beta = 0.32, p < 0.01$). Medical department affiliation also had a small and statistically significant effect on time delay for physicians from the departments of GS ($\beta = 0.37, p < 0.001$) and OB/GYN ($\beta = 0.20, p < 0.05$), and a small, significant direct effect on time delay for those from PE ($\beta = 0.28, p < 0.01$) when compared to physicians from the department of IM. These findings suggest that physicians from GS, OB/GYN, and PE have lengthier time delays than those from IM. Moreover, one's medical departmental affiliation was significantly correlated with the quality of one's closed-ended CCE items and open-ended comments. Departmental association had a small positive effect on score differentiation for physicians from GS ($\beta = 0.34, p < 0.001$), PE ($\beta = 0.37, p < 0.001$), and PY ($\beta = 0.34, p < 0.001$), and a medium yet significant effect for physicians from OB/GYN ($\beta = 0.50, p < 0.001$) in relation to those from IM. Stated otherwise, the data suggest that physicians from GS, PE, PY, and OB/GYN vary their scores more widely within and across learners than physicians from IM. However, a significant effect on differentiation among items did not equate to a significant effect on the quality of free response comments. Despite good utilization of the CCE scales on the closed-ended items, departmental affiliation with GS ($\beta = -0.32, p < 0.01$) and OB/GYN ($\beta = -0.34, p < 0.01$) had a negative effect on QOF scores, as compared to those produced by physicians from IM, suggesting that physicians from GS and OB/GYN delivered lower quality written feedback to clerks than those from IM.
Gender. Analysis of the data revealed that gender had very little effect on the endogenous variables. Gender had no effect on physicians’ evaluative load, or on how male and female faculty perceived their evaluative load (i.e., their evaluative strain). Additionally, gender had no significant effect on the quality of closed- or open-ended items produced by faculty. Gender did have a direct and significant effect, however, on one’s length of time delay in CCE submission. Identifying as female had a small, positive and significant effect on time delay ($\beta = 0.39$, $p < 0.001$) when compared to male faculty, suggesting that women had lengthier delays in CCE submission than males.

Evaluative Variables

The following section presents the results of the path analysis as they pertain to each research question. A summary of the standardized direct, indirect, and total effects coefficients generated for the endogenous variables on other endogenous variables is presented in Table 4-7. The specifics of these relationships (illustrated using Figures 4-1 through 4-6) will be discussed alongside the research question they address. Unless otherwise stated, the significant effects referenced in the text refer to the direct effects.
<table>
<thead>
<tr>
<th>Variables</th>
<th>Load</th>
<th>Strain</th>
<th>Delay</th>
<th>Diff</th>
<th>QOF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Indirect</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Strain</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td>-0.03</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Indirect</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>-0.03</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Delay</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td>-0.16</td>
<td>0.27**</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Indirect</td>
<td>-0.01</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>-0.17</td>
<td>0.27**</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Diff</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td>0.79***</td>
<td>0.05</td>
<td>0.48***</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Indirect</td>
<td>-0.08</td>
<td>0.13**</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>0.70***</td>
<td>0.18**</td>
<td>0.48***</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>QOF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td>0.13</td>
<td>-0.05</td>
<td>0.14</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Indirect</td>
<td>-0.02</td>
<td>0.04</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>0.11</td>
<td>-0.01</td>
<td>0.14</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

*$p < 0.05$, **$p < 0.01$, ***$p < 0.001$

Note: Load = Evaluative Load; Strain = Evaluative Strain; Delay = Time Delay; Diff = Score Differentiation; QOF = Quality of Feedback.
Results for Research Question 1

Figure 4-1. Results for Research Question 1
Note: The highlighted portion of the conceptual model addressed how the path analysis answered the research question, “How does physician evaluative load influence evaluative strain?”

Physicians’ evaluative load had no direct effect on their evaluative strain ($\beta = -0.03$).

Stated otherwise, physicians’ subjective conceptualizations of the number of evaluations they completed and the perceived cognitive demands needed to complete the assigned evaluative tasks were not significantly influenced by the quantity of evaluations they were assigned.
Results for Research Question 2

Figure 4-2. Results for Research Question 2

*Note: The highlighted portion of the conceptual model addressed how the path analysis answered the research question, “How do evaluative load and evaluative strain directly affect the quality of CCEs, as measured by the degree of differentiation and the quality of feedback?”

Physicians’ evaluative load had a positive and large significant effect on the degree of differentiation present among the closed-ended CCE items ($\beta = 0.79$, $p < 0.001$). This suggests that physicians with large evaluative assignments varied their scores more widely within and across learners than physicians with smaller evaluative responsibilities. Despite the significant influence of physicians’ evaluative load on the degree of differentiation present among closed-ended items, evaluative load had no effect on the quality of feedback ($\beta = 0.13$) physicians gave to clerks. Similarly, the direct effect of physicians’ evaluative strain on differentiation ($\beta = 0.05$) and QOF ($\beta = -0.05$) were non-significant, suggesting that one’s perceptions of his or her evaluative load and one’s conceptualizations of the cognitive demands needed to complete the task do not influence the quality of the closed-ended CCE items or the clarity of written feedback on the evaluations one produces.
Results for Research Question 3

Figure 4-3. Results for Research Question 3

Note: The highlighted portion of the conceptual model addressed how the path analysis answered the research question, “To what degree are evaluative load and evaluative strain associated with the length of time delay between a clinician’s final observation of (or encounter with) a clerk and the rating of that clerk’s clinical performance?”

Physicians’ evaluative load had no effect on time delay ($\beta = -0.16$). Stated otherwise, one’s assigned number of CCEs did not influence the timeliness of his or her evaluation submissions. One’s perceptions of the complexity of the evaluative task, however, did significantly influence the length of time delay in evaluation submissions ($\beta = 0.27, p < 0.01$). These results indicated that physicians with higher evaluative strain took longer to submit their CCEs.
Results for Research Question 4

Figure 4-4. Results for Research Question 4

*Note: The highlighted portion of the conceptual model addressed how the path analysis answered the research question, “To what extent do time delays directly influence the quality of CCEs?”

Time delay had a direct, positive, and significant effect on degree of differentiation (β = 0.48, p < 0.001). This suggests that physicians with lengthy time delays in CCE submission vary their scores on the closed-ended CCE items within and across learners more than physicians with shorter time delays. Despite the significant positive effect of Delay on Diff, no significant relationship was found for the effects of Delay on QOF (β = 0.14), suggesting that the timeliness of one’s CCE submission did not influence the clarity of one’s written feedback.
Results for Research Question 5

As was done in Chapter 3, the results of the path analysis related to the fifth research question are presented using different figures. Figure 4-5 presents the indirect effects of evaluative load on evaluative quality, while Figure 4-6 discusses the indirect effects of evaluative strain on evaluative quality.

Results for Research Question 5A

Figure 4-5. Results for Research Question 5A
Note: The highlighted portion of the conceptual model addressed how the path analysis answered the research question, “To what extent do time delays mediate the influences of evaluative load on the quality of CCEs?” The two-toned arrows represent the indirect effects of Load on Diff and QOF, respectively.

Physicians’ evaluative load had no significant indirect effect on either the degree of differentiation among the closed-ended evaluation items ($\beta = -0.08$) or the quality of feedback ($\beta = -0.02$). These findings suggested that the number of CCEs a physician was asked to complete did not significantly influence either the quality of the closed-ended CCE items or the open-ended questions present on the evaluations when mediated by delays in CCE submissions.
Results for Research Question 5B

Figure 4-6. Results for Research Question 5B

*Note: The highlighted portion of the conceptual model addressed how the path analysis answered the research question, "To what extent do time delays mediate the influences of evaluative strain on the quality of CCEs?" The two-toned arrows represent the indirect effects of Strain on Diff and QOF, respectively.

In contrast to the non-significant indirect effect of evaluative load on CCE quality, physicians' evaluative strain had a positive and significant indirect effect on the degree of differentiation among the closed-ended evaluation items ($\beta = 0.13, p < 0.01$). From this, it was interpreted that physicians' perceptions of their evaluative tasks significantly contributed to the amount of variation present in the closed-ended CCE items by influencing the length of time delay in CCE submission. In other words, physicians with high evaluative strain are more likely to have more variation among the closed-ended items they produce when they also have lengthy time delays in evaluation submission. Strain had no indirect effect on QOF ($\beta = 0.04$), suggesting that one's perceptions of their evaluative tasks do not influence the clarity of written feedback one produces, regardless of one's length of time delay in CCE submissions.
PART II: QUALITATIVE RESULTS

Designed to complement and expand upon the quantitative findings, the aim of the qualitative phase of this mixed-methods explanatory study was to explore how physicians perceive the utility, quality, cost, and practicability of CCEs they complete for third-year medical students. To facilitate an understanding of how physicians think about the evaluations they complete, the overarching research question was deconstructed into four sub-questions:

• Evaluative Utility: How do physicians interpret the ‘utility’ of CCEs?
• Evaluative Quality: How do physicians perceive the ‘quality’ of CCEs?
• Evaluative Cost: How do physicians conceptualize the ‘cost’ of completing CCEs?
• Evaluative Practicability: How do physicians view the ‘practicability’ of completing CCEs?

This chapter presents the qualitative findings of the study. After describing the participants for phase II, the themes that emerged following transcription and coding of the one-on-one semi-structured interviews will be presented by sub-research question.

Study Participants

A total of eight participants were purposefully recruited to participate in phase II of the study. Efforts were made to recruit participants with variable background demographics and evaluative responsibilities from each medical department surveyed. Five of the eight participants were male. Three participants cited departmental affiliation with IM, but five of the six medical departments surveyed had at least one physician agree to be interviewed. No participants from PY consented to the interview. Two participants identified as residents, three as assistant professor, one as associate professor, and the remaining two identified as full professor. When asked about the extent to which one feels overwhelmed by the number of CCEs he or she is asked to complete, five of the eight participants reported feeling “sometimes overwhelmed.” Additionally, two of the eight
reported feeling “very often overwhelmed.” Participants also reported having to regularly complete resident evaluations (8 of 8), professional society surveys/questionnaires (6 of 8), and institution-specific surveys/questionnaires (8 of 8). A full description of the participant demographics is provided in Table 4-8.

### Table 4-8. Description of phase II participants

<table>
<thead>
<tr>
<th>Variable</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n&lt;sub&gt;Total = 8&lt;/sub&gt;</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>5 (62.5%)</td>
</tr>
<tr>
<td>Female</td>
<td>3 (37.5%)</td>
</tr>
<tr>
<td>Medical Department</td>
<td></td>
</tr>
<tr>
<td>Family Medicine</td>
<td>1 (12.5%)</td>
</tr>
<tr>
<td>General Surgery</td>
<td>1 (12.5%)</td>
</tr>
<tr>
<td>Internal Medicine</td>
<td>3 (37.5%)</td>
</tr>
<tr>
<td>OB/GYN</td>
<td>1 (12.5%)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>2 (25.0%)</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>Academic Rank</td>
<td></td>
</tr>
<tr>
<td>Resident</td>
<td>2 (25.0%)</td>
</tr>
<tr>
<td>Fellow</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>Instructor/Lecturer</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>Assistant Professor</td>
<td>3 (37.5%)</td>
</tr>
<tr>
<td>Associate Professor</td>
<td>1 (12.5%)</td>
</tr>
<tr>
<td>Full Professor</td>
<td>2 (25.0%)</td>
</tr>
<tr>
<td>Extent to which one feels overwhelmed by one's evaluative load</td>
<td></td>
</tr>
<tr>
<td>I never feel overwhelmed.</td>
<td>1 (12.5%)</td>
</tr>
<tr>
<td>I sometimes feel overwhelmed.</td>
<td>5 (62.5%)</td>
</tr>
<tr>
<td>I often feel overwhelmed.</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>I very often feel overwhelmed.</td>
<td>2 (25.0%)</td>
</tr>
<tr>
<td>Other surveys/evaluations regularly completed</td>
<td></td>
</tr>
<tr>
<td>Resident evaluations</td>
<td>8 (100%)</td>
</tr>
<tr>
<td>Professional society surveys</td>
<td>6 (75.0%)</td>
</tr>
<tr>
<td>Institution-related surveys</td>
<td>8 (100%)</td>
</tr>
</tbody>
</table>
Thematic Analysis Findings

Across the four qualitative sub-research questions, eight themes emerged from participants' transcribed interviews. To facilitate an understanding of the qualitative findings, themes are presented alongside the sub-research question they address. A broad summary of the themes that emerged for each sub-research question are presented in the text, while thematic definitions and representative quotes tagged with an alphanumeric identifier to represent the authoring participant are displayed in summary tables at the end of each section.

**Themes in ‘Evaluative Utility’**

The first sub-research question inquired into participants' interpretations of the usefulness or utility of CCEs. Upon iteratively reviewing the transcribed interviews, three themes emerged. The first two themes revealed several distinct and disparate opinions on the usefulness of the evaluative instrument itself. The last theme highlighted participants' contrasting perceptions of the utility of the feedback provided to students, both verbal and written. A summary of each ‘Evaluative Utility’ theme will follow, with a more detailed presentation of the three themes, their descriptions, and representative quotes included in Table 4-9.

The first theme, “The Evaluative Instrument Is a Useful Template or Model for Behaviors That Should Be Observed,” revealed some participants believed the evaluative instrument was an effective measure for assessing medical students' clinical performances. In particular, this utility referred to the instrument’s use as a precedent for recalling which behaviors and/or skills are important to evaluate trainees. Moreover, the utilization of the evaluative instrument lessened the complexity of evaluating medical students by providing evaluators with objective assessment measures needed to satisfy not only personal measures of student success, but also course- and institution- specific learning objectives.
The second theme, “The Evaluative Instrument is an Ineffective Measure for Addressing Relevant Aspects of Students’ Clinical Performances,” presented contrasting opinions to those highlighted in the first theme. The majority of participants felt the evaluative instrument was an unsuitable measure of students’ clinical progress, and thus of little utility to students in terms of professional development. For some, this unsuitability lay in the specific wording of the questions, which prevented evaluators from focusing on global behaviors perceived to be more relevant for developing physicians (e.g., student enthusiasm, work ethic, efficiency as a team member). For others, the descriptive anchors included on some of the closed-ended CCE items (e.g., ‘Manager,’ or ‘Educator’) were inappropriate measures of third-year medical students’ clinical knowledge and behavior and were instead more representative of interns’ educational level. Finally, the instrument was found to be an ineffective measure of students’ clinical knowledge as it did not provide evaluators with an opportunity to describe how students had progressed during their rotation. While the evaluation includes an opportunity to suggest ‘ways to improve,’ the instrument was found to have little utility in commenting on student growth and professional maturation during the rotation.

The third and final theme in ‘Evaluative Utility,’ “Verbal Feedback Is Useful, but Written Feedback Is Less Useful,” accentuated the stark difference in participants’ perceptions of the utility of feedback provided to students during and after their clerkship rotations. Unanimously, all participants emphasized the usefulness of providing students with verbal feedback. For some, this utility lay in the timing of feedback delivery, as providing students with verbal feedback throughout the rotation gave students an immediate opportunity to improve or alter their clinical performance. For the majority of participants, however, the real utility of verbal feedback lay in the opportunity to provide students with truthful and uncensored criticisms of their clinical conduct. Speaking with
students one-on-one, evaluators felt free to give students advice and suggestions for improvement without fearing that their words could have a potentially harmful effect on students’ futures.

Undocumented, the delivery of verbal feedback lay in stark contrast to the formal, written feedback found on students’ CCEs. Recognizing that anything written on students’ CCEs could be included in their Medical Student Performance Evaluations (MSPEs) or ‘Dean’s Letters,’ many participants admitted to censoring the written and scaled-data included on students’ CCEs. A narrative summary of students’ educational and personal background, successes within foundational courses, and clinical knowledge, MSPEs are considered an influential component of students’ residency applications. Though participants wanted to help students improve as clinicians, they did not want their written assessment of students’ clinical abilities to impact their chances for residency matching. In particular, this evaluative censorship and grade inflation applied specifically to students with minor competency lapses. Despite the desire to not harm students with written evaluations, egregious deficits in clinical knowledge or lapses in judgment were reported on students’ evaluations. Though concern for the students’ residency matching was the most commonly cited reason for inflating students’ ratings or censoring written feedback, participants also reported inflating students’ ratings in response to pressure from students wanting to receive higher grades. Finally, wanting to produce ratings that resemble those given by other evaluators within one’s department and feeling “fatigued” by one’s evaluative demands and the length of the instrument were also reported as reasons for producing inflated ratings on students’ CCEs.

Overall, the desire to provide students with meaningful feedback that could be used to improve their performance, but not hurt their chances for residency matching, created an internal conflict for participants. As a consequence of this conflict, participants’ perceptions
of the utility of feedback were based on the type of feedback given. Verbal feedback was perceived to be of great utility to the students, as students receive timely and actionable feedback that is representative of their true clinical knowledge, but not detrimental to residency matching. Contrastingely, written feedback provided on students CCEs was considered to be of little utility to the students in terms of professional development, as students were not provided with an accurate portrayal of their current clinical abilities and were unable to address weaknesses in their performances.
Table 4-9. Themes, descriptions, and representative quotes for ‘Evaluative Utility’

<table>
<thead>
<tr>
<th>Theme</th>
<th>Theme Description</th>
<th>Representative Quotes</th>
</tr>
</thead>
</table>
| The Evaluative Instrument Is a Useful Template or Model for Behaviors That Should Be Observed | The evaluative instrument lessened the complexity of the evaluation by serving as a precedent for recalling which behaviors and/or skills are important to evaluate on students’ clerkship rotations. | “The structuring of the questions reminds me about what I should be looking for; what behaviors are important to note. It’s easy to evaluate things that I think are important, but there are other things I am supposed to evaluate, too.” (P4) 
“I think it’s a model; I think it’s a model of the things that we should be assessing; so it’s a reminder of, ‘Oh, yes, we should be assessing this,’ and ‘Oh, yes, we should be assessing that.’ It’s a model of the important stuff that ties back to our institutional learning objectives, our course learning objectives. Those things are built into our evaluation forms, and they’re useful from that perspective.” (P3) |
| The Evaluative Instrument Is an Ineffective Measure for Addressing Relevant Aspects of Students’ Clinical Performances | The wording and specificity of questions included on the instrument, inappropriate anchors on the closed-ended items, and no opportunity to describe student progress throughout the rotation made the evaluative instrument an ill-suited measure of students’ clinical conduct. | “I’m more of a global kind of assessing person. Whether I think the student ‘gets it’; whether they’re invested in their own education; whether they work hard; whether they’re a good team member; whether they’re excited to learn; how they interact with patients; those kinds of things – some of the ways the questions are structured – it just doesn’t get to those things that I think are important in terms of developing as physicians.” (P8) 
“The anchors on that final question – manager, reporter, whatever; I think the bar is too high. It might work great for an intern but it’s not for a third-year student.” (P6) 
“There’s nothing in the evaluation to reflect how much they’ve improved over the course of the rotation. How teachable are they? How much can I take someone who doesn’t know what they’re doing and get them to learn what they’re doing? I think that’s more important.” (P6) |
Table 4-9 (Continued). Themes, descriptions, and representative quotes for ‘Evaluative Utility’

<table>
<thead>
<tr>
<th>Theme</th>
<th>Theme Description</th>
<th>Representative Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verbal Feedback Is Useful, but</td>
<td>Verbal feedback allows evaluators to provide students with timely, actionable, and personal feedback based on their true behaviors and observed performances, while written feedback is censored, inflated, and not representative of students’ current clinical abilities.</td>
<td>“I give students verbal feedback all along the way. I try very hard to give them feedback in the moment; tell them about how they interact with patients and how they communicate, so they can work on these skills while they’re on rotation. I like to give students personal feedback, too. And to be a little more casual – like, ‘Wow, it was super fun having you on my service.’ They appreciate that, but it’s not something I would write.” (P8)</td>
</tr>
<tr>
<td>Written Feedback Is Less Useful</td>
<td></td>
<td>“When I was a medical student, I think the feedback that I found most helpful – and I think it’s still true with the people I evaluate – was the one-on-one, sit-down feedback; the kind that’s closed-doors, no one else is around. Some of the stuff is good, some of the stuff is bad, but you try to give them a nice game plan moving forward; and that’s what I personally feel is the most helpful to me, and I feel like that’s probably the most helpful thing that I do as an educator when trying to give them feedback. I think this kind of feedback is a little bit more interactive and meaningful than what’s written on the evaluation. It’s also more truthful; there’s no negative repercussion for the students if the feedback is more critical than congratulatory, as it’s delivered orally and kept between us.” (P1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“The evaluations are good for writing good things down. Nice comments are essentially copied and pasted into recommendation letters for residency. That’s really the purpose of the evaluations, to provide written feedback for Dean’s Letters.” (P7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“I write specific feedback knowing that it will go in their Dean’s Letter. People read these Dean’s Letters and if there’s anything remotely negative, they ding resident candidates for that. I’m hesitant to write anything not positive. I’m honest, but I’m really careful that if, they’re just kind of average, I don’t write anything negative. If I wrote, ‘Just an average medical student,’ that would be negative; so I’m really careful with what I write.” (P8)</td>
</tr>
<tr>
<td>Theme</td>
<td>Theme Description</td>
<td>Representative Quotes</td>
</tr>
<tr>
<td>----------------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Verbal Feedback</td>
<td>Verbal feedback allows evaluators to provide students with timely, actionable, and personal feedback based on their true behaviors and observed performances, while written feedback is censored, inflated, and not representative of students' current clinical abilities.</td>
<td>&quot;I am scared of writing formative feedback; not necessarily even writing something negative, more just like, 'You could really work more on this, more on that;' I'm scared to put that in there, because, I mean, I want the student to work on it, but I don't want them not to get the residency they want because of that; I just want them to work on it, you know? What I've been doing, rather, is telling them in person, instead of putting it in writing; like 'Hey, you really need to work on this and here is what you could do to improve,' but I don't write that. I don't know if it's true, but if I write something negative, does that follow somebody? Does that go on a transcript? That's why I hold back a bit from the written evaluation; I just don't want to hurt them. Unless they have egregious errors. If they do, I report that, because they're potentially a danger, but otherwise? I hold back. I just don't want to hurt them.&quot; (P7)</td>
</tr>
<tr>
<td>Written Feedback Is Less</td>
<td></td>
<td>“It's the whole 'Lake Wobegon Effect.' Everybody is above average, so if you see anything that's bad, then you think they're just terrible. That's how it is; it's the truth.” (P4)</td>
</tr>
<tr>
<td>Useful (cont.)</td>
<td></td>
<td>“Grade inflation runs rampant, through the department and the institution.” (P3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“I used to rate students using the descriptive anchors, but then I had students calling me and emailing me, asking why I gave them a '6,' and I would say, 'Well, let's look at the evaluation; what does it say a student at '6' should be doing? Did you do more than that? No? Then that's why you got a six.' But then I realized everyone else gets '8s' or '9s' even though they should be getting '4s' and '5s.' The evaluators aren't reading the little anchor stem at all because, again, survey fatigue. You're answering these long surveys, 27 questions, and you don't read all the questions – you just 'click click click.' So I started changing the way I grade, because I didn't want to be that 'odd duck' who was giving everyone low scores, even though they were more honest, and because I didn't want students calling me asking why they were graded a certain way. So now everything is inflated, and the scores are useless.” (P6)</td>
</tr>
</tbody>
</table>
**Themes in ‘Evaluative Quality’**

The second sub-research question investigated participants’ perceptions of the ‘quality’ of CCEs they complete for third-year medical students. Repeated reading of participants’ transcribed interviews resulted in the emergence of two themes. Interestingly, participants did not express their perceptions of the quality of the evaluations they produce as much as they shared their opinions on the factors believed to influence evaluative quality. Consequently, the two ‘Evaluative Quality’ themes summarize participants’ perceptions of the determinants of evaluative quality, rather than their opinions on the quality of the evaluations themselves. A discussion of each theme will follow. As was the case for ‘Evaluative Utility,’ a comprehensive summary of the themes, their descriptions, and representative quotes are presented in Table 4-10.

The first theme in ‘Evaluative Quality,’ “The Breadth of the Student-Evaluator Interaction,” emphasized the perceived influence of the duration and relevance of student-evaluator interactions on the quality of CCEs. For many participants, the amount of time spent in contact with students during clinical rotations was perceived to have a sizeable influence on the quality of CCEs produced. Actual time spent in direct observation with students was abbreviated for most participants, ranging from no time to a few days. Complicating matters, student-evaluator interactions often occurred in group settings consisting of third and fourth year medical students, residents, fellows, and at least one attending physician. Daily changes to scheduling and rotation assignments further lessened the duration of time spent in contact with students. Brief contact with students was perceived as a negative indicator of evaluative quality, as participants felt unable to adequately acquaint themselves with students or observe their clinical conduct. Moreover, the limited amount of time evaluators were able to spend with students also increased the difficulty of recalling the specifics of students’ performances and ultimately hindered
participants’ abilities to provide students with meaningful feedback. In addition to the duration of the student-evaluator interaction, the relevance of the interaction was also perceived to influence the quality of CCEs produced. Interactions deemed relevant and meaningful (e.g., encounters in inpatient clinics or the operating room) were perceived to positively influence the quality of CCEs produced, as such interactions allowed the evaluator to assess student behaviors queried on the evaluative instrument. Conversely, interactions deemed irrelevant (e.g., those occurring within an office setting or outside of the clinical venue entirely, such as at a restaurant) were found to negatively influence evaluative quality, as such interactions occurred in environments that were not conducive for assessing students’ clinical knowledge and aptitudes.

The second ‘Evaluative Quality’ theme, “The Evaluative Culture of the Department,” revealed the perceived influence of one’s departmental expectations on the quality of CCEs produced. For some participants, departmental allocation of evaluative responsibilities was perceived to have a great influence on the quality of evaluations produced. While the sharing of evaluative duties among several physicians within a medical department was perceived to positively influence evaluative quality, assigning a single physician to all medical student evaluations was reported to be a substantial detriment to evaluative quality. Coupled with abbreviated time spent in contact with students, such an evaluative allotment forced one participant to complete evaluations for students that he or she had not directly observed, resulting in evaluations based on hearsay. A second participant also admitted completing evaluations for unfamiliar students, but cited departmental/program hierarchy/expectations, rather than the departmental allocation of evaluations, for this behavior. To the participant, the extent of residents’ involvement in teaching and mentoring medical students hindered the participant’s (i.e., attending’s) ability to interact with students at an appropriate level, and was thus perceived to be a negative indicator of CCE
quality. Finally, the departmental salience of CCEs was additionally believed to influence evaluative quality. Medical departments that emphasized assessment proficiency were believed to produce higher quality evaluations for all evaluative populations (e.g., clerks, residents, etc.), as their physicians were frequently educated on how to improve the quality of written feedback.
Table 4-10. Themes, descriptions, and representative quotes for 'Evaluative Quality'

<table>
<thead>
<tr>
<th>Theme</th>
<th>Theme Description</th>
<th>Representative Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Breadth of the Student-Evaluator Interaction</td>
<td>The duration and relevance of the interaction between the student and the evaluator greatly influenced the quality of CCEs produced.</td>
<td>“Often when I’m asked to complete an evaluation, it’s difficult because the time I’ve spent with that learner is abbreviated. We usually spend about one half day with the student in clinic, and it’s not typically in a one-on-one setting. How can we give good quality evaluations when we aren’t spending time with the students?” (P3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“When an attending physician shows up on an inpatient, teaching service, they’ll have a senior resident, a couple of interns, a senior student, and a couple third year students. On any given day, that schedule changes; so it’s really hard to form any sort of group dynamic, or even remember who you’ve worked with.” (P4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“We rotate around a lot as faculty, and so I may see a student once or twice in a four-week rotation, and I’m supposed to decide how good they are based on one twenty-minute conversation that we had in the operating room for one case? What can I possibly say that will be accurate or of good quality? I don’t remember which student did what; I don’t even remember what I had for dinner two nights ago, so how am I supposed to remember what a medical student did 3.5 weeks ago?” (P6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“I think that it’s not very relevant for the majority of what we do as faculty. I usually see medical students in the office with my patients, so I don’t know how they do on a lot of performance aspects. ‘Do they come in after hours?’ I don’t know; there’s no after hours for the office. ‘How well do they do on procedures?’ I don’t know; it’s the office, not the operating room. I don’t see them in a lot of the different environments that it’s asking me about. We’re not rounding on people every day, so much of it, for what I’m seeing them for, is irrelevant.” (P6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“Sometimes the evaluations aren’t even based on observed clinical behaviors. I take students out to lunch sometimes, and I think, ‘You were a nice guy, a nice gal,’ you know, ‘I took you to lunch once and you were a nice person so I’ll give you a good evaluation.’ That’s what happens. That’s when you see the ‘Good student, good fund of knowledge; this person should be a primary care doctor’ comments.” (P5)</td>
</tr>
</tbody>
</table>

*Table 4-10 Continues*
**Table 4-10 (Continued).** Themes, descriptions, and representative quotes for ‘Evaluative Quality’

<table>
<thead>
<tr>
<th>Theme</th>
<th>Theme Description</th>
<th>Representative Quotes</th>
</tr>
</thead>
</table>
| The Evaluative Culture of the Department  | The allocation of evaluative responsibilities, the hierarchy of the department, and salience of evaluation proficiency all contributed to the quality of CCEs produced. | “I’m the only one responsible for medical student evaluations. Even though I may not have worked with them during the clinical period, I have all of their evaluations; so I’m left to write evaluations for people that I don’t know about things that I haven’t seen. If there was more sharing the responsibility of evaluating them, I would feel like we were doing them a better service.” (P2)  
“‘When they’re here, there’s a layer between us. There’s me, then there’s the resident, then there’s the medical student. I don’t see them round on patients; so it’s just hard to evaluate how well they did because I didn’t see them do anything. I’m working with the word-of-mouth from the residents who did.’ (P6)  
“I am concerned that we are not doing a good enough job as a school in producing evaluations of quality; I’m not sure we have faculty who are good at assessment. That’s a problem.” (P3)  
“We have faculty development workshops. We’ve got trained facilitators on faculty development on how to conduct active teaching based on widely published frameworks. There are a lot of opportunities around. I think a lot of people would like it if they could do more assessment training. It seems to make them more confident, more assured in their abilities as an educator.” (P1) |
**Themes in 'Evaluative Cost'**

The third sub-research question explored participants' conceptualizations of the 'cost' of completing CCEs. Thorough review of participants' interview transcriptions resulted in the emergence of a single theme. Summarized below, this theme portrays participants' perceptions of the temporal cost, both actual and illusory, of completing such evaluations. A descriptive summary of the 'Evaluative Cost' theme, its description, and representative quotes are presented in Table 4-11.

When participants were asked about the 'cost' of completing CCEs, "time" was the unanimous response. "Evaluations are Temporally Costly" summarized the aspects of the evaluation that were considered to be both tangibly and perceptively temporally demanding. In regards to the evaluative instrument itself, participants felt that the number of items included on the evaluation, the amount of time it took to physically answer each closed-ended CCE item (i.e., the "clicking" of responses), and the navigability of the software platform used to complete the evaluation form all contributed to the temporal cost of completing CCEs. In fact, many participants perceived these evaluative aspects to be the most 'costly' component of assessing medical students, and felt that modest changes to the evaluative instrument (e.g., shortening the number of closed-ended items) would greatly reduce the 'cost' of completing CCEs. In addition to time required to complete the evaluative instrument, participants also described evaluative cost in relation to the time necessitated by their evaluative load. The sheer number of evaluations a participant was assigned influenced his or her perceptions of evaluative cost, as the participant was expected to observe each student, remember each student and the details of the clinical performance, and complete the evaluative instrument for each student.

Unquestionably, the evaluation of medical students is a time demanding task for evaluators. The temporal cost of evaluating students, however, was not restricted to actual
time spent completing evaluations. Rather, one’s ‘cost’ of completing evaluations was also influenced by one’s perceptions of the time they spent completing evaluations. Regardless of the actual amount of time spent completing evaluations, participants believed the completion of evaluations to be a time consuming responsibility. Combined with the actual amount of time spent completing CCEs, participants’ perceptions of the time required to complete these evaluations amplified the temporal cost associated with evaluating medical students.
<table>
<thead>
<tr>
<th>Theme</th>
<th>Theme Description</th>
<th>Representative Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Evaluations are Temporally Costly</strong></td>
<td>Aspects of the evaluative instrument, one's evaluative load, and one's perceptions of the time required to complete CCEs contributed to the temporal 'cost' of evaluating medical students.</td>
<td>“The student evaluations are ridiculously long. They’re so tedious.” (P7)                                                                                           “The frustrating part of the evaluations is just the time it takes to fill-in all of the objective bubbles. At some point in time, I think people just start ‘click click clicking,’ trying to get through all of the questions.” (P5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“It’s exhausting because the software isn’t all that great. It’s supposed to auto-scroll but it doesn’t, so you’re just waiting for the next question.” (P6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“There are 27 questions and I have to try to figure out if each question really applies to each student. The evaluation is just too long. Is there any difference between question 4 and question 8? Can’t you combine those down? That would make it so much easier, and faster.” (P2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“The evaluations are incredibly time consuming. I want them to be useful, so I think about it and I reflect back on my interactions with the students. If I don’t do it right away, it takes longer for me to come up with specific things to put in the evaluation that I think would be helpful to them; it just takes time.” (P8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“If you do these things right, you just can’t fire them off. It takes a lot of time to do them well, and I get behind, especially when I have a lot of evaluations to complete. But I just sacrifice that time, because the students will get more net benefit out of the evaluations if I do.” (P1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“It’s that initial, perceived amount of time to make sure you get all of your evaluations completed. The perceived time demand is significant.” (P3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“The evaluations are long, don’t get me wrong, but I also perceive them to be very time consuming.” (P8)</td>
</tr>
</tbody>
</table>
Themes in ‘Evaluative Practicability’

The fourth and final sub-research question inquired into participants’ views of the ‘practicability’ or feasibility of completing CCEs. From participants’ transcribed interviews, two themes emerged. Presented below, these themes demonstrate that participants’ perceptions of the practicability of completing CCEs were influenced by the timing of evaluation delivery and evaluators’ prioritization of administrative responsibilities. A comprehensive summary of the themes, their descriptions, and representative quotes are presented in Table 4-12.

For the participants, “The Timing of Evaluative Delivery” heavily influenced the practicability of CCEs. Nearing the end of a clerkship rotation, evaluators receive an electronic request to complete performance evaluations for specific students. The timing of these evaluation requests varies by department, with most requests arriving after the clerkship rotation has ended. Some departments, however, ask evaluators to complete CCEs prior to the official conclusion of the clerkship rotation period. This premature request for evaluations distressed a few participants, who felt pressured to complete evaluations before they had time to finish working with a student. Moreover, this haphazard dissemination of evaluation requests was exacerbated by participants’ other responsibilities. In addition to their evaluations of third-year clerkship students, nearly all participants were responsible for evaluating fourth-year medical students, graduate students (e.g., nurse practitioner students), residents, or fellows. Without a common ‘rotation’ calendar among departments, the timing of evaluation requests for all evaluative populations overwhelmed participants and decreased the practicability of completing evaluations. To one participant, the creation and implementation of a campus-wide rotation calendar is believed to be a way to increase evaluative practicability, as such a calendar would provide structured observation and assessment opportunities for evaluators across all departments and programs.
In addition to the perceived influence of evaluative delivery, one’s “Prioritization of Administrative Responsibilities” also influenced one’s perceptions of evaluative practicability. Though participants’ repeatedly acknowledged the importance of providing students with feedback, the completion of CCEs was not a pressing priority for most participants. Lack of protected time to complete evaluations, competing evaluative responsibilities (e.g., other performance evaluations or societal/professional questionnaires), and the preferential completion of patient notes over student clinical assessments decreased the perceived practicability of completing CCEs.
<table>
<thead>
<tr>
<th>Theme</th>
<th>Theme Description</th>
<th>Representative Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Timing of Evaluative Delivery</td>
<td>The timing of electronic requests to evaluate clerks and the lack of a coordinated, campus-wide rotation calendar decreased the feasibility of completing CCEs.</td>
<td>“I would like for the surveys to come out immediately after the students leave rotations, not before, because I put off doing them until they leave anyways and sometimes I forget that I need to do them. All the surveys do is stress me out when they come before the rotation ends.” (P5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“Like everybody else, they have medical students, they have residents, they have nurse practitioner students; they may have different health professions on campus that they’re evaluating. It’s just a lot of evaluations. And that’s only the educational ones. That doesn’t count the surveys for all the hospital organizations and all the other stuff that’s happening. It’s just a lot to do.” (P4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“We have six perfectly siloed calendars that suit individual department needs but do nothing for a coordinated teaching effort across the school. We need to create a coordinated, campus-wide rotation calendar. We could have dedicated time for orientation, for early rotation/direct observation of students in the clinical setting, and protected time for mid-rotation and end-of-rotation feedback. It would make evaluations easier and less burdensome.” (P3)</td>
</tr>
<tr>
<td>Prioritization of Administrative Responsibilities</td>
<td>Lack of protected time to complete CCEs and competing evaluative responsibilities decreased the practicability of completing CCEs.</td>
<td>“I am sad that I do not have protected time to sit and think or reflect on students and be able to give them helpful and timely feedback. Sometimes time doesn’t present itself until two months after the rotation has ended, and then I struggle to give accurate, and most importantly, helpful feedback to my medical students. If there was a way to build in protected time to evaluate students, that would be great.” (P5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“And it’s not so much that I don’t have time to do them, it’s that I have a certain amount of time to do my administrative responsibilities, and if I’ve got 60-70 patient notes to write, they generally take priority over my student evaluations; so my student evaluations linger behind all of the other stuff I have to do on a daily basis.” (P2)</td>
</tr>
</tbody>
</table>
CHAPTER SUMMARY

The purpose of this two-phase, sequential explanatory mixed-methods study was twofold. The quantitative phase investigated the extent to which the quality of CCEs was directly affected by physicians’ evaluative load and strain and indirectly mediated by time delays in clerkship evaluation submissions. A path analysis was used to estimate the magnitude of the hypothesized causal relationships among the five evaluative variables (i.e., Load, Strain, Delay, Diff, and QOF) and two demographic variables (i.e., Department and Gender). As the findings pertain to the research questions, the path analysis revealed:

• One’s evaluative load did not directly influence one’s perceptions of evaluative quantity or one’s conceptualization of the mental demands required to complete the assigned evaluative tasks (Research Question 1).

• Evaluative load positively, significantly, and directly affected the degree of score differentiation, but did not affect the quality of written feedback. Evaluative strain influenced neither the degree of score differentiation nor quality of feedback directly (Research Question 2).

• Evaluative load did not significantly influence the length of time delay in clerkship evaluation submission, but evaluative strain did, such that physicians with higher evaluative strain took longer to submit CCEs (Research Question 3).

• The length of time delay in clerkship evaluation submission directly and significantly influenced the degree of score differentiation on CCEs, such that physicians with lengthy time delays in CCE submission varied their scores on the closed-ended items within and across learners more than physicians with shorter time delays. Time delay had no influence on the quality of written feedback (Research Question 4).

• Evaluative load had no indirect effect on either the degree of score differentiation or the quality of written feedback when mediated by time delays. Evaluative strain, however, did
significantly influence the degree of score differentiation when mediated by time delays. In other words, physicians with high evaluative strain were more likely to have more variation among the closed-ended CCE items they produced when they also had lengthy time delays in evaluation submission. Evaluative strain had no such indirect effect on the quality of written feedback (Research Question 5).

The qualitative phase expanded upon the results of the quantitative phase by exploring how physicians perceive the utility, quality, cost, and practicability of CCEs they complete for third-year medical students. A total of eight themes emerged from participants’ transcribed interviews that promoted an understanding of participants’ perceptions of CCEs and may be used to help explain the quantitative findings. Participants shared their perceptions of the ‘utility’ of the evaluative instrument, finding it to be either (1) a useful model for evaluating medical students’ clinical conduct, or (2) an ineffective measure for assessing relevant aspects of students’ clinical performances. Participants also commented on the utility of feedback provided to students, noting that (3) verbal feedback is useful, while written feedback is less valuable. In regards to the ‘quality’ of the evaluations, participants believed the (4) breadth of the student-faculty interaction and (5) the evaluative culture of the department to be influential determinants of CCE quality. Participants’ perceptions of the ‘cost’ of completing CCEs were unanimous and believed to be (6) entirely temporal. Finally, the ‘practicability’ of completing CCEs was perceived to be influenced by (7) the timing of evaluative delivery and (8) one’s prioritization of administrative responsibilities.
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INTRODUCTION

Within undergraduate and graduate medical education, performance evaluations of medical trainees remain the foremost means of assessing one's clinical prowess and behavioral conduct. Recently, efforts to improve the rigor of these subjective evaluations have included an increase in the number of evaluations required for each trainee, though the consequences of implementing higher assessment demands on evaluating physicians remains under-investigated. Accordingly, this study sought (1) to investigate the extent to which the quality of clinical clerkship evaluations (CCEs) was directly influenced by physicians’ evaluative responsibilities and indirectly mediated by delays in evaluation submissions; and (2) to understand how physicians perceive the utility, quality, cost, and practicability of the CCEs they complete for third-year medical students.

A two-phase, sequential explanatory mixed-methods approach was utilized to achieve the study’s central aims. The first, quantitative phase permitted the calculation of the five evaluative variables (e.g., evaluative load, evaluative strain, time delays, differentiation, and quality of feedback) and three demographic variables (i.e., gender, medical department affiliation, and academic rank), and culminated in a path analysis used to estimate the magnitude of the hypothesized, causal relationships among the first seven variables. The analysis resulted in several key findings: First, physician evaluative load did not influence physician evaluative strain; second, the degree of score differentiation on the closed-ended CCE items (i.e., the quality of the closed-ended items) was directly influenced by both physician evaluative load and the length of time delay in evaluation submissions, and was indirectly influenced by physician evaluative strain when mediated by time delay; third, evaluative strain had a direct effect on the length of time delay; and finally, neither evaluative load, nor evaluative strain, nor the duration of time delay in evaluation submissions had any effect on the quality of the written feedback included in the CCEs.
The second, qualitative phase permitted continued exploration of these findings and promoted an in-depth understanding of physicians’ perceptions of CCEs. Semi-structured, one-on-one interviews were conducted with a subset of the physicians sampled and resulted in the emergence of eight themes related to participants’ perceptions of the utility, quality, cost, and practicability of CCEs. Participants’ perceptions of the ‘utility’ of the evaluative instrument varied, with some finding the instrument to be a useful model for evaluating students’ clinical skills, while others believed it did not permit assessment of the more relevant aspects of students’ performances. Despite bipolar views on the utility of the instrument, participants generally agreed on the usefulness of providing students with feedback, but found informal verbal feedback to be more useful than formal written feedback in promoting students’ professional development. Additionally, participants reported the breadth of the student-faculty interaction and the evaluative culture of their medical department to be influential determinants of CCE ‘quality.’ Moreover, all participants believed the temporal demands required by CCEs were the most ‘costly’ component of the evaluation process. Finally, participants perceived the ‘practicability’ of the evaluations to be influenced by both the timing of requests for evaluation submissions and one’s prioritization of administrative/clinical responsibilities.

This chapter will present an integrated discussion of the study’s most salient quantitative and qualitative findings and the implications of these findings, beginning with the observed lack of influence of physician evaluative load on evaluative strain. Next, the influence of evaluative load on the quality of the closed-ended CCE items will be presented, followed by a combined explanation of the influences of evaluative strain and time delay on the quality of the CCE items. The body of this chapter will conclude with a rationalization of the apparent lack of influence of either physician evaluative responsibilities or time delay
on the quality of written feedback. Lastly, the study's limitations and ideas for future research will conclude the chapter.

**INTEGRATION AND INTERPRETATION OF THE FINDINGS**

**The Influence of Evaluative Load on Evaluative Strain**

As a budding area of medical education research, investigations into evaluator ('rater') perceptions have begun to elucidate factors believed to influence rater perceptions and rating quality. Though the principal focus of this work was to investigate how the quality of CCEs was influenced by physicians' evaluative responsibilities, this study additionally sought to add to this growing body of research by discerning the nature of the relationship between one's imposed and perceived evaluative responsibilities. Accordingly, this study explored the influence of evaluators' measurable evaluative quantity (i.e., evaluative load) on their evaluative perceptions (i.e., evaluative strain). Interestingly, the path analysis reported no significant association between one's evaluative load and strain. As the first study to formally investigate the causal association between one’s imposed and perceived evaluative responsibilities, it is difficult to place these findings within the context of the extant medical education literature.

At the broadest level, these findings suggest physicians' evaluative perceptions are influenced by factors other than the number of evaluations one completes. Although task perceptions are commonly guided or modeled by a task's more objective characteristics, perceptions ultimately remain subjective, with their reasoning often known only to the task performer.91,92 Research that has investigated the influence of 'rater demands' on rater perceptions suggests that the number of items one is asked to rate/evaluate, the time required to complete such ratings/evaluations, and the influences of one's environment may contribute more heavily to one's perceptions of the task than one's assigned task quantity (i.e., number of evaluations one is asked to complete). Indeed, participants'
qualitative admissions revealed the length and usefulness of the evaluation instrument, the
time requirements imposed by the evaluation process, and concerns regarding the
evaluative environment (e.g., allocation of evaluative responsibilities; the duration and
relevance of student-evaluator interactions; departmental hierarchy; and departmental
salience of evaluation proficiency) all strongly influenced their evaluative perceptions (see
Tables 4-9, 4-10, 4-11, and 4-12 for a summary of these themes).

Although the qualitative findings help interpret the lack of association between
physician evaluative load and strain, they do not provide a complete answer. Additional
studies that explore the influence of physicians’ imposed evaluative responsibilities on their
perceptions of the evaluative task are needed. Because this study used CCEs as a surrogate
measure for physician evaluative load, it may be pertinent to examine how the full extent of
physicians’ measurable survey, questionnaire, and evaluative burden influences their
perceptions of this load.

The Influence of Evaluative Load on the Quality of Closed-ended CCE Items

Though several works have provided evidence supporting theorized relationships
among physicians’ measurable evaluative responsibilities and the quality of physician-
performed evaluations of medical trainees,\textsuperscript{26,35-37} this study was the first to formally
investigate this association. An examination of the direct and indirect effects of evaluative
load on the quality of the closed-ended CCE items revealed a direct, positive association
between the constructs. Though this finding suggests that physicians who regularly
complete a high quantity of CCEs produce evaluations with a high degree of variation within
and across clerks, participants orally described a contrasting association between the
constructs. Specifically, participants with high evaluative load reported experiencing
marked difficulty in noticing subtle aspects of students’ clinical performances;
consequently, participants felt unable to accurately report their judgments using the closed-
ended CCE rating scales and believed the CCEs they produced to be of poor quality and little utility to evaluators. Moreover, participants’ desire to ‘not harm’ evaluators with their CCE judgments further exacerbated their concerns regarding the utility of the evaluations they produced. At their broadest level, these divergent accounts of the influence of evaluative load on evaluative quality highlight how little is known regarding the determinants of evaluative quality in performance evaluations. Within the context of this study, however, this ambiguity suggests that participants’ initial ratings of students’ clinical performances may not be reflective of students’ true abilities; and in turn, this misrepresentation of students’ scores likely resulted in the production of a ‘false positive’ association between evaluative load and the quality of the closed-ended CCE items. Evidenced by anecdotal reports and little empirical data, this claim remains largely speculative. Nevertheless, a working explanation for this claim follows.

Though this study was the first to investigate the influence of physicians’ evaluative load on the quality of CCEs, others have sought to investigate the influence of rater demands on evaluative quality. In two separate studies, Tavares and colleagues26,35 demonstrated that increasing rater demands, such as the number of behaviors to be identified during a performance evaluation, may overextend raters’ mental resources and prevent them from attending to nuanced aspects of a trainee’s performance. As a consequence, raters who experience difficulty in recalling the specifics of observed performances are often ‘cognitively overextended’ and more likely to engage in ‘load-avoidance strategies’ or ‘satisficing tendencies’ to prevent further mental exhaustion.26 The employment of such satisficing behaviors typically results in the selection of a rating or response deemed ‘good enough’ to satisfy the task without exhausting one’s mental resources further and may result in the production of overinflated ratings based on raters’ seemingly random selection of responses. Among many, examples of satisficing behaviors include ‘endorsing the status
quo,' or choosing a response simply because it is easier for the evaluator to "keep things as they are," than to provide a more individualized or representative response; and producing ratings that vary only slightly from a 'reasonable' response given to the first item included on the rating instrument. For example, a rater utilizing the latter satisficing behavior who gave an evaluatee a '4' (out of 5 possible points) for the first item on the rating instrument would rate all subsequent items as a '3,' '4,' or '5,' regardless of the evaluatee's actual performance. Moreover, such satisficing behaviors have the propensity to manifest as 'range restriction' and 'grade compression/inflation' in summative assessments, as producing responses that vary only slightly tends to cluster ratings to one area of the rating instrument and results in a narrowing of the grading scale.

As the study's conceptual model did not include a measure of participants' cognitive exertion (evaluative strain measured only *perceived* cognitive demands needed to complete the evaluative task), it is not possible to empirically conclude that the participants in this study were 'cognitively overloaded' by their attempts to recall the details of students' performances. However, participants' oral testimonies revealed that many felt "overwhelmed" and "fatigued" by their evaluative responsibilities and that participants generally experienced difficulty in recalling students' observed behaviors during the completion of the evaluations. Given these admissions, it is reasonable to suggest that the participants in the current study experienced some degree of cognitive exertion while trying to recall the nuances of students' performances and likely engaged in satisficing behaviors to ease their cognitive burden. Post hoc descriptive analyzes were performed to ascertain the validity of this sentiment and to examine the score distribution for the closed-ended CCE items. Had participants utilized the full range of the rating instrument (and not engaged in satisficing behaviors and/or grade compression behaviors), one would theoretically expect a mean evaluation score of 2.5/5 and a normal distribution throughout
the mid-point of the data. Examination of the data, however, revealed an average evaluation score of 3.62±0.65/5 and a score distribution skewed toward higher grades, with the majority of scores falling between ‘3’ and ‘4.25’ (see Figure F-1 in Appendix F for a histogram of these findings).

With evidence of range restriction at the high-end of the evaluative instrument, these data suggest that participants may have experienced difficulty in recalling nuanced aspects of students’ performances and engaged in satisficing behaviors that produced clustered responses around the high-end of the evaluative instrument. Moreover, participants’ strong resolve to ‘not harm’ students with their recorded judgments likely contributed to this skewed distribution of scores. During the qualitative interviews, several participants noted a hesitancy to include ‘negative judgments’ of students’ observed behavior, as it was believed that any negative ratings included on a clerk’s CCE would influence the clerk’s residency matching potential. As a consequence, participants’ admitted to censoring their ratings of negative judgments so that valuees were portrayed positively and not heavily affected by evaluators’ ratings. Given participants’ oral testimonies, it seems likely that this self-censorship further contributed to the skewed distribution of scores at the high-end of the evaluative instrument. Furthermore, this oral recognition of the prevalence of grade inflation among the clerkship rotations further supports the use of satisficing behaviors among participants and strengthens the claim that participants’ recorded ratings were not representative of students’ behaviors.*

*Though this working explanation primarily suggests participants likely engaged in satisficing behaviors that produced a skewed distribution of scores at the high-end of the evaluative instrument, it is important to note that additional ‘rating errors,’ such as the ‘halo effect’ (i.e., the tendency of a rater to judge a trainee’s clinical competence based on a single observed trait) may have occurred, as well.
If this anecdotal and empirical evidence is true, the misalignment between observed behaviors and recorded scores across the closed-ended CCE items might explain why the path analysis found a positive association between physicians' evaluative load and the degree of score differentiation. An alternative yet competing interpretation of these findings is that physicians with high evaluative load may have produced higher quality closed-ended CCE items as a simple consequence of observing more students. Colloquially summarized by the old adage, ‘practice makes perfect,’ deliberate, repeated task exposure and experience is well-believed to promote ‘expert’ performance in that task. As others have shown that evaluators tend to display increased sensitivity to performance nuances with increasing assessment practice, it is possible that physicians with high evaluative load may exhibit ‘expert’ rater tendencies as a consequence of evaluating more students. Accordingly, physicians with high evaluative load may have been more able to discern behavioral and contextual cues more readily than those with less evaluator experience and were able to differentiate among those behaviors on the CCEs they completed. This ability to aptly differentiate among observed behaviors would have yielded a higher degree of score differentiation within and across learners and manifested as ‘good’ quality among the closed-ended CCE items.

Though the anecdotal and empirical evidence provided above offer reasonable explanations for the production of a positive association between physicians’ evaluative load and the quality of the closed-ended CCE items, it remains unclear which of these interpretations (if any) is the most accurate. Additional investigations into the associations between physicians’ imposed evaluative demands and the resulting evaluation quality are warranted to develop a more complete understanding of these relationships. Future works into the role of satisficing behaviors among physician evaluators and the influence of
evaluators’ concern for their evaluatees are also needed to understand the full implications of this work.

**The Influence of Evaluative Strain and Time Delay on the Quality of Closed-ended CCE Items**

As an extension of the work previously performed by Williams et al., this study additionally sought to determine how the length of delayed evaluation submissions directly influenced the quality of CCEs produced and indirectly mediated the influences of evaluative load and strain. The delayed completion of performance evaluations has been occasionally cited in the medical education literature as a negative determinant of evaluative quality, yet the results of this study revealed a direct, positive association between the length of time delay in CCE submissions and the quality of the closed-ended CCE items (see Figure 4-4). Furthermore, this study revealed a positive, indirect association between evaluative strain and the quality of the scaled-data through the mediating effects of time delay (see Figure 4-6). These findings directly contradict those observed by Williams and colleagues, whose retrospective study on the quality of resident operative performance ratings (OPRs) demonstrated that lengthy delays in evaluation submissions negatively impacted the amount of “item-to-item variation.” Expanding on the hypothesis purported to rationalize the positive findings between evaluative load and score differentiation, this discrepancy in findings may be reflective of satisficing behaviors and/or participants’ concerns for evaluatees’ residency matching. Engaging in such satisficing behaviors and showing hesitation to report negative feedback in students’ CCEs may have skewed the data toward the positive end of the evaluative instrument and caused the path analysis to produce an artificial, positive association among the variables. Though speculative, it is further possible that participants’ concerns for trainees and their perceptions of the evaluative process were compounded by delays in evaluation submission and resulted in
the production of inflated ratings that varied across the high-end of the instrument (see Figure F-1, in Appendix F). Such actions would have satisfied the participants’ desire to provide students with high scores that could not harm their residency chances and would have manifested as a high degree of score differentiation both within and across evaluations as theorized above.

The results of this study seemingly defy the logical contention that ratings completed immediately following an observation provide a rater with an ideal opportunity to recall and document specific nuances of a trainee’s clinical performance. An examination of the factors perceived to influence the delayed submission of evaluations, however, helps to rationalize these findings. According to participants’ oral testimonies, the culture of some medical departments results in requests for evaluators to complete CCEs prior to the official end of the clerkship rotation period. Many participants were distressed by this request, as they felt pressured to complete evaluations before they had had enough time to formulate a judgment of students’ performances. This pressure to complete evaluations based on insufficient contact time was exacerbated by a low prioritization of CCEs and lack of protected time to complete the evaluations, which resulted in high evaluative strain and lengthy delays in evaluation submissions. When presented with time to complete the evaluations, participants reported difficulty in recalling the specifics of students’ clinical performances, despite good intentions and a strong desire to provide students with constructive feedback. Classically, these difficulties are considered impediments to evaluative quality, though the path analysis reported alternative findings.

Clearly, additional work is needed to understand the true implications of these findings. Though the exact relationship between physicians’ perceived evaluative responsibilities, time delays in evaluation submission, and the quality of closed-ended CCE items remains unclear, these findings still hold implications for improving the timeliness of
evaluation submissions. Principally, reminding participants of the need to submit timely evaluations through emails may help to promote cognizance of timely submissions. Although some IUSM medical departments currently use deadline notifications built-in to the evaluation platform to remind evaluators of deadlines, these ‘reminders’ may be taken more seriously if delivered by leaders in undergraduate medical education, such as Clerkship Directors, Coordinators, or even Vice Chairs. As an extreme example, one participant admitted being months behind in submitting evaluations, but felt no need to complete them because the Clerkship Director had not directly asked for their submissions. Though alarming, this example highlights the need for increased monitoring of the timeliness of evaluation submissions. Finally, the implementation of an incentive program may help decrease delays in evaluation submissions. Such incentives may be reward-based, or could factor into physicians’ relative value units (RVUs). Either way, increasing the perceived salience of these evaluations is likely to improve the timeliness of evaluation submissions as a whole.

The Lack of Influence on the Quality of Written Feedback

*Evaluative Responsibilities and the Quality of Written Feedback*

Despite the observed influences of physicians’ evaluative responsibilities on the quality of the closed-ended data, the path analysis revealed no association between physician evaluative load or strain on the quality of the written feedback provided to students. Broadly, these findings suggest physicians’ written comments are influenced by other factors. Given participants’ qualitative testimonies, it is clear that one such factor influencing narrative quality is the perceived utility and salience of written feedback. Though all participants desired to provide students with meaningful feedback that could be used to improve their clinical performance, they feared including any written feedback that could negatively impact students’ chances for residency matching. As a consequence,
participants reported providing students with timely, actionable, and realistic verbal feedback that could be used to address weaknesses in their clinical performance, while providing self-censored written comments devoid of negative feedback on their CCEs that could be used in students’ residency applications. In this way, participants perceived the purpose of the written feedback not as a way to offer advice aimed at improving students’ clinical performances, but as a way to satisfy the demands of the evaluative task without creating negative ramifications for students. As a result, the written feedback included on students’ CCEs was perceived by evaluators to be of little utility to students. These results are consistent with findings produced by Govarets et al.,98 whose study on the quality of feedback given after performance assessments demonstrated that narrative comments tend to be “less useful for learning and professional development than verbal feedback.” As indicated by the findings, the written feedback was generally global, non-specific, and limited in practical application. Overall, only 18% (17/93) of participants received full credit on their written feedback score for including of a ‘specific comment’ in each of their evaluations and less than one percent (1/93) received credit for including a ‘practical comment.’ Similar findings have been reported in the literature, with Brutus99 and Cook100 noting that unmotivated raters tend to produce more global, non-specific comments.

With both a fear of written feedback having a detrimental effect on trainees’ residency matching potential93,101,102 and a general unwillingness to document negative clinical behaviors96,103 commonly cited as causes of grade inflation within clerkship rotations, it may be prudent to formally designate an area of the evaluation as formative feedback. Though some participants believed that the narrative portion of the evaluation was reserved just for students, others perceived the evaluation as a whole to represent a summative measure of student performance intended for the eyes of administrators. With literature indicating that evaluators prefer to ‘speak’ differently to the evaluatee than the
administrative recipient of the evaluation, providing a ‘safe haven’ box for formative comments, or making the usage of this section explicitly clear to evaluators, may encourage the delivery of realistic, constructive feedback for students. Moreover, the formative purpose of such a ‘safe haven’ box should be clearly articulated to clerks, as well. With the ‘threat of student nuisance’ cited as the most frequent cause of grade inflation in clerkship rotations, clerks may feel less inclined to argue for altered evaluations if they understand that the formative feedback provided on their evaluations will not impact their overall clerkship grade. This, in turn, may decrease the number of evaluator-student confrontations and may help evaluators feel more comfortable providing clerks with constructive formative feedback. Finally, asking evaluators to provide a rationale for their written feedback has been shown to increase the accuracy and reliability of comments, and may prove a relatively simple mechanism for improving the quality of the open-ended feedback provided on performance evaluations.

Alternatively, recent work into the cognitive processes underlying the evaluative process suggests that the structuring or wording of narrative question prompts may additionally influence the quality of written feedback provided on performance evaluations. Though questions used to elicit performance ratings using rating scales narrow raters’ focus by calling attention to a single aspect of the performance experience (e.g., questions regarding the caring disposition of a clerk tend to facilitate rater recall of any behaviors demonstrating empathy or apathy towards patients), questions used to elicit narrative comments provide much less guidance. Unable to simply select the most appropriate descriptor of the student’s performance as is done using rating scales, narrative comment sections require the evaluator to articulate their judgments and consequently result in increased difficulty in recalling specific and relevant behaviors. With numerous participants citing difficulties in recalling aspects of students’ performances and an average
quality of feedback score of 2.48±0.32/4 across all participants, it’s plausible that the physicians in this study experienced general difficulty in writing narrative comments. Accordingly, asking evaluators to briefly annotate/dictate their daily interactions with students may be one additional and simple way to increase memory recall and improve the caliber of written comments. This behavior was described by one participant, who believed that access to previous notes taken during the observation greatly improved his ability to recall performance specifics and lessened the difficulty of crafting written comments.

**The Timeliness of Evaluation Submissions and the Quality of Written Feedback**

Despite the positive association between time delay and quality of the closed-ended CCE items, time delay had no influence on the quality of written feedback. These findings directly contrast the work of Williams and colleagues\(^3^7\) whose study on the quality of resident operative performance ratings (OPRs) demonstrated that lengthy delays in evaluation submissions negatively impacted the specificity of written feedback. The discrepancy between these findings may be reflective of the type of evaluation under investigation. In their study, Williams et al.\(^3^7\) investigated the influence of time delay in completing OPRs for surgery residents. As a consequence of evaluative protocols mandated by the American Board of Surgery, each general surgery resident’s performance within the operating room must be directly observed and judged by a surgery faculty member using an OPR on six distinct occasions.\(^6\) Consequently, OPRs represent an evaluator’s judgment of a *single* observed performance.\(^1^0^8\) With an evaluator required to note the nuances of each resident’s performance, it is likely that written feedback provided in OPRs is generally highly focused and detailed. It follows, therefore, that the written feedback included in OPRs may be highly susceptible to time delays in evaluation submissions as evaluators are likely to forget most of the observed subtleties of residents’ performances in the days following the observation. Indeed, the results of the study performed by Williams et al.\(^3^7\) indicated
that evaluations completed even 72 hours post-observation maintain only a reasonable amount of clarity and detail. In contrast, CCEs are not required for each direct observation or encounter between a supervising physician and a clerk. Rather, CCEs typically represent an evaluator’s cumulative judgment of a trainee’s overall clinical performance and can be based on a single observation or multiple encounters with varying numbers of patients. With evaluators’ judgments based on a wide range of student observations, it is reasonable to suggest that evaluators may be unable to recall clerks’ performances with the same level of detail as an evaluator completing an OPR immediately following an operative experience. Consequently, the delayed submission of CCEs may not be as detrimental to the quality of written feedback as the delayed submission of OPRs, as feedback included on CCEs is likely to be of lower specificity and clarity even if completed immediately following an observation. Stated otherwise, it is possible that delays in CCE submissions did not influence the quality of written feedback because delays only served to lessen the specificity of already predominately global comments.

Clearly, evaluations completed immediately following the direct observation of a student’s clinical performance should still be encouraged, as the immediacy of such a rating provides an ideal opportunity for the rater to recall and document nuances of a trainee’s clinical performance. Minimally, the amount of time that elapses between an observation and a rating should be monitored, with Clerkship Directors perhaps weighting the feedback of these evaluations less than evaluations submitted in a more timely fashion. Ideally, the implementation of a smartphone-based system with dictation features similar to that proposed by Williams and colleagues37 or Ferenchick et al.109 may be beneficial in promoting the timely completion of CCEs. Such platforms permit easy completion of performance-based evaluations, reduce delays in evaluation submissions, provide a record of elapsed time between the last observation and the rating, and can be used at the program
director’s discretion. Finally, the creation and implementation of a campus-wide rotation calendar, as proposed by one participant, would also improve the practicability of these performance-based evaluations. Such a calendar would provide structured observation and assessment opportunities for evaluators across all departments and programs. This structure, in turn, has the potential to reduce the temporal demands of completing CCEs by giving physicians a little ‘protected time’ to complete their evaluations and may help to prioritize evaluation completion.

LIMITATIONS

Though efforts were made to minimize potential sources of bias, this work is not without limitations. Concerns regarding the generalizability of the findings, the study's sample size, response rate and demographic characteristics, missing data, construct conceptualization, measurement error, and researcher bias all warrant acknowledgement.

Generalizability

Though considered a form of “causal modeling,” path analysis provides only estimates of the direction and magnitude of hypothesized causal relationships among a grouping of variables. Because path analysis does not utilize an experimental design, it does not permit the deduction of causal conclusions. Additionally, this study occurred at a single institution. As a consequence, these findings may not generalize to physicians involved in the evaluation of clerks at other medical schools. Differences in departmental evaluative culture, the length and wording of the evaluative instrument, and the frequency with which such evaluations are performed are likely to produce different results.

Sample Size

One notable limitation is the study's modest sample size (n = 93). A power analysis was conducted to determine the likelihood of accepting the fit of the conceptual model based on sample size and degrees of freedom. Despite the strength of the model fit, the
power analysis estimated a power of 0.08, which did not reach the accepted standard of 0.8. According to the values provided by MacCallum et al., a total sample size of 1069 physicians would be needed to ensure the model maintained a "close-fit." Despite inadequate study power, it is important to note that there are no definitive standards for determining adequate sample size in path analysis. In the absence of such regulations, several 'rules of thumb' are commonly followed. In this study, the 10:1 ratio of observations to variables or parameters was respected. Though a 20:1 ratio is suggested as the 'ideal' situation, path analysis can still be conducted in situations that maintain only a 5:1 ratio. This ratio was confirmed by the statistical software package used to conduct the analysis (LISREL, Scientific Software International, 2016, Version 9.2) and indicated that the model possessed an adequate number of observations per variable. Such confirmations help to mitigate the potential limitation of the study's small sample size.

Response Rate and Participant Demographic Characteristics

In a similar vein, the response rate to the electronic study was only 11% (160/1518). The timeliness of survey administration may have contributed to the low response rate, as surveys were distributed during the first two months of the third year clerkship rotation schedule. With most third-year clerkship rotations lasting four or eight weeks, it is likely that the survey administration coincided with administrative requests for CCEs and was perceived as a lower priority task. Administering the survey between mid-May to mid-June may have resulted in a higher response rate, as no third year clerkship rotations were scheduled during that time. Moreover, survey administration relied on the willingness of Clerkship Directors and Vice Chairs of Medical Education to distribute the survey link to physicians within their respective departments. With many Clerkship Directors maintaining private email addresses used to alert their physicians to matters requiring their attention, it was believed that the delivery of the survey link through
familiar channels would result in higher participation than the research team was able to recruit alone. Nevertheless, it is likely that a higher response rate may have been achieved had the research team additionally distributed the survey link to the physician population.

With a low response rate, the demographic characteristics of the participants also became a limitation. In spite of the low response, the participants for the quantitative phase remained fairly well distributed. Gender proportions were nearly equitable, with males comprising 55% of the sample. Despite the absence of participation from fellows or instructor/lecturers, the remainder of the sample remained appropriately balanced among residents (34%) and assistant (26%), associate (27%), and full professors (13%). Moreover, at least one participant from each of the targeted medical departments participated, though the sample was over-representative of internists and pediatricians, with each representing nearly 37% of the sample. Though efforts were made to ensure a broad representation of participants for the qualitative phase, it should be noted that females (37.5%) and associate professors (12.5%) were underrepresented, while internists were again overly present.

**Missing Data**

Though 11% (160/1518) of the total physician population completed the survey, 67 participants were excluded from the study due to missing data. Several of these participants did not complete all necessary components of the EVAL-TLX needed to calculate their numerical evaluative strain, while others did not have complete E*Value records that made the computation of one or more of their evaluative variables (e.g., evaluative load or time delay) incalculable. While some missing EVAL-TLX data were collected through follow-up emails or inquiries made during the semi-structured interviews, participants with incomplete datasets were ultimately excluded.
Construct Conceptualization and Measurement

As this work was the first to formally characterize the evaluative load and strain constructs and quantitatively investigate their relationship, it is possible that the constructs may not have been fully measured. Within this study, ‘evaluative load’ was defined as the measurable quantity of evaluations, ratings, or surveys completed by a physician during a specific period-of-time and was measured by counting the number of CCEs a participant completed during the study timeframe. The decision to use CCEs as a surrogate measure for one’s evaluative load was based on the assumption that physicians view their evaluative tasks separately (e.g., the number of resident performance evaluations one needs to do would be conceptualized differently than the number of CCEs one has to do). However, exploration of participants’ qualitative admissions suggests that physicians perceive their evaluative load as a singular, summative construct; stated otherwise, the physicians in this study did not appear to differentiate among their evaluative tasks; each survey, evaluation, or questionnaire to be performed added to their cumulative evaluative load. Consequently, it is possible that the decision to use CCEs as a surrogate measure for physician evaluative load may have resulted in an incomplete measure of the variable. Similarly, strain may have been limited in its conceptual design. By limiting measure of one’s evaluative strain to perceptions of only six cognitive dimensions experienced during the evaluative process (i.e., mental, physical and temporal demands; task complexity; situational stress; and distractions), it is likely that the more nuanced facets of the construct may not have been elucidated. Indeed, the qualitative interviews demonstrated that participants have unique perceptions regarding the quality, utility, cost, and practicability of completing CCEs, yet the EVAL-TLX did not include direct measures of these perceptions.
**Measurement of Time Delay**

Participants’ time delay was computed by calculating the time difference between the ‘date submitted’ and the last date of observance listed on their E*Value records. This calculation was predicated on the assumption that participants’ CCEs were completed the same day they were submitted. Had participants been able fill-out the CCE form, save their work, and submit completed evaluations on a subsequent day, participants’ calculated time delays would not have been representative of the true lapse in time between their observation and judgment. In turn, this could have altered the results of the path analysis. This is an important study limitation, as the researcher had no way to ensure that this assumption was merited.

**Researcher Bias**

Finally, it should be noted that this research took place at the primary researcher’s home institution. Though it is possible that the researcher’s relationship with the institution may have influenced participants’ survey data or qualitative admissions, the maintenance of a rigorous research protocol, assurance of anonymity, and continual reflection on the researcher’s bias may have helped to mitigate such influences.

**SUGGESTIONS FOR FUTURE RESEARCH**

To the researcher’s knowledge, this study was the first to (1) quantitatively investigate the extent to which physicians’ evaluative responsibilities and the length of delay in evaluation submissions influenced the quality of CCEs; and (2) qualitatively explore physicians’ perceptions of CCEs and the evaluation process. Though this study has provided new insights into the role of evaluative responsibilities, perceptions, and the timeliness of evaluation submissions on evaluative quality, further investigation is needed to understand the true implications of this work. The following suggestions for future research are
believed to be pertinent extensions of this work and may help to elucidate the true nature of
the causal associations unearthed in this study.

• Because the scope and nature of the relationship between physicians’ evaluative load
  evaluative strain remains largely unclear, expanding research efforts to investigate both
  of these evaluative constructs is warranted. As this study used CCEs as a surrogate
  measure for physician evaluative load, it may be pertinent to examine how the full extent
  of physicians’ evaluative responsibilities (beyond CCEs alone) influence their perceptions
  of the evaluations they complete. Moreover, the instrument used to measure participants’
  evaluative strain examined only six aspects of human perception believed to be
  prominently experienced during task completion (i.e., mental, physical, and temporal
  demands; task complexity; situational stress; and distractions). Given participants’
  testimonies regarding their mixed perceptions on the utility, quality, cost, and
  practicability of CCEs, including a measure of these areas may promote a more detailed
  understanding of how physicians’ conceptualize their evaluative responsibilities.
  Likewise, it is feasible that procrastination tendencies and levels of motivation contribute
  to physician evaluative strain and the timeliness of evaluation submissions. Further
  investigation into the role of these constructs on physicians’ perceptions of their
  evaluative tasks and time delays in evaluation submissions are likely to demonstrate
  influential effects.

• Though this work presented anecdotal and empirical evidence suggesting that the
  physician population may have succumbed to satisficing behaviors that influenced grade
  inflation/grade compression, future investigations into the role of satisficing behaviors
  among physician evaluators are needed to understand the full implications of this work.
  Moreover, a thorough examination of the ubiquity of grade inflation within the institution
  (and the contributing factors of such inflation) may illuminate deficiencies in either the
evaluative process or the evaluative instrument that could ultimately increase evaluative utility and quality.

• During interviews, it was revealed that the sharing of evaluative duties among several physicians within a medical department is perceived to positively influence evaluative quality, while assigning a single physician to all medical student evaluations is believed to be a substantial detriment to evaluative quality. Additional studies are needed to confirm these findings. If true, promoting an equal distribution of evaluative responsibilities across evaluators through the use of sophisticated evaluation monitoring systems may prove a solution for augmenting the quality of CCEs.

• As previously indicated, this study failed to identify an association between physician evaluative responsibilities, the timeliness of evaluation submission, and the quality of written feedback provided on CCEs. Further work is needed to understand which factors influence written feedback. Continued investigations into the validity, reliability, and usability of CCEs may illuminate some of these factors.

• Finally, future studies should investigate a causal association between physicians’ evaluative responsibilities, the timeliness of evaluation submission, evaluative quality, and burnout. Defined as a psychological syndrome involving a chronic response to interpersonal job stressors, job burnout is a well-established phenomenon within the physician population. Numerous aspects of one’s job may influence the prevalence of burnout syndrome (e.g., a general misalignment of values, lack of workplace-based flexibility, etc.), yet workload-related factors are believed to most prominently contribute to burnout among physicians. Although work hours and high job demands have been demonstrated to contribute to burnout, no studies to date have investigated the influence of physicians' evaluative workload (imposed or perceived) on burnout syndrome. Accordingly, the influence of evaluative load and strain on burnout
should be investigated. The implications of such work are likely to be substantial, and may permit a more complete understanding of factors perceived to influence evaluative quality, as well.

**CONCLUSIONS**

Despite longstanding criticisms of the validity and reliability of performance-based evaluations of medical trainees’ clinical performances, few research studies have investigated the causal influences of certain factors on evaluative quality. In an attempt to illuminate such influences, this work explored the extent to which physicians’ evaluative responsibilities (both imposed and perceived) and temporal delays in evaluation submissions influenced the quality of both the Likert scaled-data and written feedback included in clinical clerkship evaluations (CCEs) completed for third-year medical students. To qualitatively explore these relationships in more-depth, semi-structured interviews gathered perceptions on the utility, quality, cost, and practicability of completing these evaluations. In spite of the theoretical evidence in support of the relationships among these variables, the results of this study have produced more questions than answers.

A path analysis was used to estimate the influence imparted by physicians’ evaluative responsibilities and delays in evaluative submission on evaluative quality. Though the results produced several significant associations, nearly all associations contradicted the tangential evidence initially provided in support of these relationships. Physicians’ perceptions of their evaluative responsibilities were not influenced by their assigned evaluative quantity, but were casually associated with the length of time delay in evaluation submission and (indirectly) the quality of the closed-ended CCE items. The quality of the closed-ended items was additionally influenced by physicians’ evaluative load, but load had no influence on either time delay or the quality of written feedback. Interestingly, no variable included in the model was causally associated with the quality of
written feedback. Though participants’ perceptions of CCEs helped rationalize these findings and may have highlighted the role of grade inflation in evaluative quality, the true implications of these findings remain cloudy.

In its entirety, this dissertation illuminates the need for continued investigation into the influence of physicians’ evaluative responsibilities, perceptions, and submission timeliness on evaluation quality. Above all else, this work provides a foundation for further research and accentuates the complexities and nuances of performance evaluations. It is my hope that this work will ultimately benefit the physicians and students at the heart of these evaluations, and that these findings will help to ease the evaluative burden of physicians so they might reclaim the joy inherent in teaching medical students.
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APPENDIX A: EVALUATION OF STUDENT CLERKSHIP PERFORMANCE ('MEDIUM' FORM)

Subject: 
Evaluator: 
Site: 
Period: 
Dates of Activity: 
Activity: General Surgery Evansville 
Form: Educator of Medical Student 

Please evaluate this student’s clinical performance compared to other students you have supervised (during a similar time in the academic year). Using the Likert scale with the representative descriptive anchors below, please check the most appropriate box, or N/A (not applicable/not observed) next to each category listed. Comments are required for all evaluations.

**PROFESSIONAL ATTRIBUTES**

(Question 1 of 13 - Mandatory)

<table>
<thead>
<tr>
<th>Unacceptable</th>
<th>Below expectations</th>
<th>Meet expectations</th>
<th>Above expectations</th>
<th>Exceptional</th>
<th>N/A</th>
</tr>
</thead>
</table>
| Unreliable, irresponsible. Unexcused attendance and/or tardiness. | Occasionally unprepared or unwilling to take on responsibilities, lackadaisical. Unreliable in being accountable for own errors and shortcomings. | Reliable, punctual, fulfills responsibilities. Ensures proper transfer of patient care responsibilities. Accountable for own errors and shortcomings. | Very dependable. Seeks additional responsibilities. Devises and implements plans to correct own errors and shortcomings. | Exceptionally conscientious. Remarkable dedication to patient care; checks on patients after hours. | }

(Duty: Responsibility/Accountability 1.0 2.0 3.0 4.0 5.0 0)

(Question 2 of 13 - Mandatory)

<table>
<thead>
<tr>
<th>Unacceptable</th>
<th>Below expectations</th>
<th>Meet expectations</th>
<th>Above expectations</th>
<th>Exceptional</th>
<th>N/A</th>
</tr>
</thead>
</table>
| Demeaning or condescending towards patients. Refuses to deal with patient distress. Avoids talking with patients and their families. Lacks effective communication skills. | Some deficiency of empathy and compassion for patients. Often does not elicit or identify patient's barriers to care. Communication skills need improvement. | Generally courteous towards patients. Appropriately communicates skills. Generally elicits and identifies at least one barrier to care. | Strong empathic skills. Makes effort to seek out and talk with patients and their families. Relatively advanced communication skills. Routinely elicits and identifies most of patient's barriers to care. | Deals with sickness, death and dying in a highly professional and effective manner with patients and their families. Highly advanced communication skills; easily adjusts communication style to each individual patient or situation. | }

(Caring, Compassion, & Communication 1.0 2.0 3.0 4.0 5.0 0)

(Question 3 of 13 - Mandatory)

<table>
<thead>
<tr>
<th>Unacceptable</th>
<th>Below expectations</th>
<th>Meet expectations</th>
<th>Above expectations</th>
<th>Exceptional</th>
<th>N/A</th>
</tr>
</thead>
</table>
| Poorly integrated into the team. Antagonistic or disruptive. Disrespectful of others. Unprofessional attire. | Occasional difficulty in relating to health care team members. Occasional lapses in use of professional language or in professional appearance. | Cooperative, productive team member. Uses professional language with patients and colleagues. Appropriate professional attire. | Relates well to health care team members and functions well on team. | Outstanding in respecting the feelings, needs, rights, and diversity of team members and other co-workers. Highly integrated team member. | }

(Respect for Others: Working Relationships 1.0 2.0 3.0 4.0 5.0 0)
### DATA ORGANIZATION & REPORTING
(Question 4 of 13 - Mandatory)

<table>
<thead>
<tr>
<th>Unacceptable</th>
<th>Below expectations</th>
<th>Meet expectations</th>
<th>Above expectations</th>
<th>Exceptional</th>
<th>N/A</th>
</tr>
</thead>
</table>

**Written Histories & Physicals**

<table>
<thead>
<tr>
<th></th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
<th>0</th>
</tr>
</thead>
</table>

### KNOWLEDGE BASE AND EDUCATIONAL INITIATIVE
(Question 5 of 13 - Mandatory)

<table>
<thead>
<tr>
<th>Unacceptable</th>
<th>Below expectations</th>
<th>Meet expectations</th>
<th>Above expectations</th>
<th>Exceptional</th>
<th>N/A</th>
</tr>
</thead>
</table>

**Knowledge Base and Educational Initiative**

<table>
<thead>
<tr>
<th></th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
<th>0</th>
</tr>
</thead>
</table>

### DATA INTERPRETATION & INTEGRATION
(Question 6 of 13 - Mandatory)

<table>
<thead>
<tr>
<th>Unacceptable</th>
<th>Below expectations</th>
<th>Meet expectations</th>
<th>Above expectations</th>
<th>Exceptional</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cannot integrate and interpret basic data.</td>
<td>Often reports data without analysis; often does not consider pertinent psychosocial factors. Problem list incomplete or unprioritized. Often unable to defend differential diagnoses.</td>
<td>Integrates and interprets data, including psychosocial factors, at a basic level. Generally appropriate problem list &amp; differential diagnoses.</td>
<td>Thoughtful integration and interpretation of data, including pertinent psychosocial factors. Consistently able to defend differential diagnoses.</td>
<td>Highly thoughtful integration of data to identify, prioritize, and solve patient problems. Understands complex issues, integrates patient problems.</td>
<td></td>
</tr>
</tbody>
</table>

**Data Interpretation & Integration**

<table>
<thead>
<tr>
<th></th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
<th>0</th>
</tr>
</thead>
</table>

### CLINICAL JUDGMENT/MANAGEMENT
(Question 7 of 13 - Mandatory)

<table>
<thead>
<tr>
<th>Unacceptable</th>
<th>Below expectations</th>
<th>Meet expectations</th>
<th>Above expectations</th>
<th>Exceptional</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fails to recognize, identify, or prioritize urgent problems. Makes inappropriate diagnostic and therapeutic decisions. Lack of knowledge of routine screening. Unable to identify patient risk factors.</td>
<td>Inconsistent prioritization of clinical issues and decision-making ability. Often does not consider patient's psychosocial factors in decision making.</td>
<td>Appropriately diagnostic and therapeutic decision-making, taking into consideration patient's psychosocial factors. Performs appropriate health screening and usually identifies/addresses health risk factors. Generally aware of own limitations and seeks appropriate help.</td>
<td>Consistently makes sound diagnostic and therapeutic decisions, taking into consideration patient's pertinent psychosocial factors.</td>
<td>Highly thoughtful approach to management plans; consistently integrates new data, adjusts plans accordingly, and carefully weighs all alternatives, including patient's preferences and psychosocial factors. Comprehensive in application of routine health screening; addresses health risks.</td>
<td></td>
</tr>
</tbody>
</table>

**Clinical Judgment/Management**

<table>
<thead>
<tr>
<th></th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
<th>0</th>
</tr>
</thead>
</table>
**DEVELOPMENTAL ASSESSMENT**  
(Question 8 of 13 - Mandatory)

<table>
<thead>
<tr>
<th>Selection Option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>INCONSISTENT REPORTER</td>
<td>Performing consistently at the &quot;Reporter&quot; level is the minimum requirement for clinical clerkships.</td>
</tr>
<tr>
<td>REPORTER</td>
<td>Consistently acquires and communicates clinical information accurately. This includes properly identifying patient problems and constructing appropriate problem lists. Also consistently demonstrates satisfactory professional behavior.</td>
</tr>
<tr>
<td>REPORTER/INTERPRETER</td>
<td>Starting to integrate and interpret the collected data to develop reasonable differential diagnoses, but not yet on a consistent basis.</td>
</tr>
<tr>
<td>INTERPRETER</td>
<td>Competent &quot;Reporter&quot; skills and now consistently integrates and interprets data in a reasonable fashion. Good fund of knowledge. Appropriately prioritizes patient problems. Thoughtful development and defense of differential diagnoses based on data.</td>
</tr>
<tr>
<td>INTERPRETER/MANAGER</td>
<td>Starting to offer reasonable diagnostic and therapeutic plans based on interpretation of data, but not yet on a consistent basis.</td>
</tr>
<tr>
<td>MANAGER</td>
<td>Competent &quot;Reporter&quot; and &quot;Interpreter&quot; skills and now consistently offers reasonable and thoughtful management plans and appropriately adjusts plans in response to new incoming data. Excellent fund of knowledge with good applicability to patient care.</td>
</tr>
<tr>
<td>MANAGER/EDUCATOR</td>
<td>Starting to pose insightful questions and search all available sources for answers, but not yet on a consistent basis.</td>
</tr>
<tr>
<td>EDUCATOR</td>
<td>Accomplished &quot;Reporter&quot;, &quot;Interpreter&quot;, and &quot;Manager&quot; skills. Outstanding fund of knowledge and clinical skills with exceptional self-directed learning traits. Consistently poses insightful questions and highly motivated to expand knowledge and share knowledge with others.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PROCEDURAL KNOWLEDGE AND SKILLS</th>
<th>(Question 9 of 13 - Mandatory)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unacceptable Below expectations</td>
<td>Meet expectations</td>
</tr>
<tr>
<td>Lacks knowledge of risks/benefits/limitations of medical procedures. No improvement even with coaching.</td>
<td>Limited understanding of relevant characteristics of medical procedures. Awkward, reluctant to try even basic procedures, insensitive.</td>
</tr>
</tbody>
</table>

**OVERALL SCORE**  
(Question 10 of 13 - Mandatory)

| Unacceptable Below Expectations Meet Expectations Above Expectations Exceptional |
|----------------------------------|----------------------------------|
| 1 2 3 4 5 6 7 8 9 | Overall Clinical Performance Score | 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 |

**COMMENTS**  
(required for the student's final grade sheet) Please comment on this student's performance based on all of the above categories. Indicate any significant areas of strength and areas needing improvement demonstrated by this student.

**General Comments:**  
(Required for the student's final grade sheet)  
(Reporting the student's overall performance based on all of the above categories. Indicate any significant areas of strength and areas needing improvement demonstrated by this student.)

**Areas for Improvement:**  
(Reporting areas where the student needs to improve.)

**Summation of Contact Time with Student:**  
(Reporting the total contact time with the student.)

**Selection:**  
<table>
<thead>
<tr>
<th>Option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please Select One</td>
<td></td>
</tr>
<tr>
<td>≥1 Day</td>
<td></td>
</tr>
<tr>
<td>1-7 Days</td>
<td></td>
</tr>
<tr>
<td>8-14 Days</td>
<td></td>
</tr>
<tr>
<td>≥14 Days</td>
<td></td>
</tr>
</tbody>
</table>

**Figure A-1.** Evaluation of student clerkship performance ('medium' form)
### APPENDIX B: EVALUATION OF STUDENT CLERKSHIP PERFORMANCE ('LONG' FORM)

<table>
<thead>
<tr>
<th>Subject:</th>
<th>Evaluator:</th>
<th>Site:</th>
<th>Period:</th>
<th>Dates of Activity:</th>
<th>Activity:</th>
<th>Form:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Internal Medicine Clerkship Evansville</td>
<td>Educator of Medical Student</td>
</tr>
</tbody>
</table>

Please evaluate this student's clinical performance compared to other students you have supervised (during a similar time in the academic year). Using the Likert scale with the representative descriptive anchors below, please check the most appropriate box, or N/A (not applicable/not observed) next to each category listed. Comments are required for all evaluations.

#### PROFESSIONAL ATTRIBUTES

**Question 1 of 27  - Mandatory**

<table>
<thead>
<tr>
<th>Unacceptable</th>
<th>Below expectations</th>
<th>Meet expectations</th>
<th>Above expectations</th>
<th>Exceptional</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insensitive or inattentive to patients' needs or feelings. More concerned with own interests rather than patients' or team's. Routinely fails to recognize and act to resolve conflicts of interest.</td>
<td>Occasionally does not subordinate own self-interests. Occasionally fails to recognize and act to resolve conflicts of interest.</td>
<td>Puts patients' needs before his/her own. Promotes the common good of the team above self. Capable of recognizing most conflicts of interest but does not always resolve them.</td>
<td>Strong patient advocate. Goes beyond requirements of expected service to patients and team members. Recognizes conflicts of interest and is often able to resolve them satisfactorily.</td>
<td>Outstanding patient advocate; endures inconveniences to meet patients' and/or team's needs. Shares credit with other team members for work achieved. Deals effectively with conflicts of interest.</td>
<td></td>
</tr>
</tbody>
</table>

**Altruism**

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Question 2 of 27  - Mandatory**

<table>
<thead>
<tr>
<th>Unacceptable</th>
<th>Below expectations</th>
<th>Meet expectations</th>
<th>Above expectations</th>
<th>Exceptional</th>
<th>N/A</th>
</tr>
</thead>
</table>

**Duty: Responsibility/Accountability**

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Question 3 of 27  - Mandatory**

<table>
<thead>
<tr>
<th>Unacceptable</th>
<th>Below expectations</th>
<th>Meet expectations</th>
<th>Above expectations</th>
<th>Exceptional</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demanding or condescending towards patients. Refuses to deal with patient distress. Avoids talking with patients and their families. Lacks effective communication skills.</td>
<td>Some deficiency of empathy and compassion for patients. Often does not elicit or identify patient's barriers to care. Communication skills need improvement.</td>
<td>Generally courteous towards patients. Appropriate communication skills. Generally elicits and identifies at least one barrier to care.</td>
<td>Strong empathic skills. Makes effort to seek out and talk with patients and their families. Routinely elicits and identifies most of patient's barriers to care.</td>
<td>Deals with sickness, death and dying in a highly professional and effective manner with patients and their families. Highly advanced communication skills; easily adjusts communication style to each individual patient or situation.</td>
<td></td>
</tr>
</tbody>
</table>

**Caring, Compassion, & Communication**

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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### Excellence through Self-awareness

<table>
<thead>
<tr>
<th>Unacceptable</th>
<th>Below expectations</th>
<th>Meet expectations</th>
<th>Above expectations</th>
<th>Exceptional</th>
<th>N/A</th>
</tr>
</thead>
</table>

**Excellence through Self-awareness**

| 1.0 | 2.0 | 3.0 | 4.0 | 5.0 | 0 |

### Respect for Others: Working Relationships

<table>
<thead>
<tr>
<th>Unacceptable</th>
<th>Below expectations</th>
<th>Meet expectations</th>
<th>Above expectations</th>
<th>Exceptional</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poorly integrated into the team. Antagonistic or disruptive. Disrespectful of others. Unprofessional attire.</td>
<td>Occasional difficulty in relating to health care team members. Occasional lapses in use of professional language or in professional appearance.</td>
<td>Cooperative, productive team member. Uses professional language with patients and colleagues. Appropriately professional attire.</td>
<td>Relates well to health care team members and functions well on team.</td>
<td>Outstanding in respecting the feelings, needs, rights, and diversity of team members and other co-workers. Highly integrated team member.</td>
<td></td>
</tr>
</tbody>
</table>

**Respect for Others: Working Relationships**

| 1.0 | 2.0 | 3.0 | 4.0 | 5.0 | 0 |

### Honesty & Integrity: This student always demonstrated honesty and integrity in all his/her interactions with patients and their families, faculty, colleagues, and others.

<table>
<thead>
<tr>
<th>No</th>
<th>Yes</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
</tr>
</tbody>
</table>

If a LOW SCORE was given on any of the previous questions in this section, please explain.

**Comments on Professional Attributes**

**DATA ACQUISITION**

<table>
<thead>
<tr>
<th>Unacceptable</th>
<th>Below expectations</th>
<th>Meet expectations</th>
<th>Above expectations</th>
<th>Exceptional</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inaccurate, major omissions. Unresourceful. Inefficient.</td>
<td>Incomplete or unfocused; often omits pertinent psychosocial factors. Chronology out of order.</td>
<td>Obtains basic history, including standard psychosocial factors; accurate.</td>
<td>Thorough, yet focused; can appreciate certain subtleties, including pertinent psychosocial factors. Clarifies sequence of events.</td>
<td>Resourceful, searches other sources for information, comprehensive, appreciates subtleties, efficient, insightful.</td>
<td></td>
</tr>
</tbody>
</table>

**History taking skill**

<p>| 1.0 | 2.0 | 3.0 | 4.0 | 5.0 | 0 |</p>
<table>
<thead>
<tr>
<th>(Question 9 of 27 - Mandatory )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unacceptable</strong></td>
</tr>
<tr>
<td>Unreliable, major omissions.</td>
</tr>
<tr>
<td>Physical examination skill</td>
</tr>
</tbody>
</table>

If a LOW SCORE was given on any of the previous questions in this section, please explain.

**Comments on Data Acquisition**
(Question 10 of 27 )

**DATA ORGANIZATION & REPORTING**
(Question 11 of 27 - Mandatory )

<table>
<thead>
<tr>
<th><strong>Unacceptable</strong></th>
<th><strong>Below expectations</strong></th>
<th><strong>Meet expectations</strong></th>
<th><strong>Above expectations</strong></th>
<th><strong>Exceptional</strong></th>
<th><strong>N/A</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Written Histories &amp; Physicals</td>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
<td>4.0</td>
<td>5.0</td>
</tr>
</tbody>
</table>

(Question 12 of 27 - Mandatory )

<table>
<thead>
<tr>
<th><strong>Unacceptable</strong></th>
<th><strong>Below expectations</strong></th>
<th><strong>Meet expectations</strong></th>
<th><strong>Above expectations</strong></th>
<th><strong>Exceptional</strong></th>
<th><strong>N/A</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Progress Notes/Clinic Notes</td>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
<td>4.0</td>
<td>5.0</td>
</tr>
</tbody>
</table>

(Question 13 of 27 - Mandatory )

<table>
<thead>
<tr>
<th><strong>Unacceptable</strong></th>
<th><strong>Below expectations</strong></th>
<th><strong>Meet expectations</strong></th>
<th><strong>Above expectations</strong></th>
<th><strong>Exceptional</strong></th>
<th><strong>N/A</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Consistently ill-prepared, disorganized, omits key data. Easily distracted or flustered.</td>
<td>Occasionally omits key data or includes irrelevant facts, rambles, needs organization.</td>
<td>Generally maintains format, includes all basic information, usually focused.</td>
<td>Fluent, focused, complete.</td>
<td>Poised, able to adjust length according to situation (type of rounds, time limitations, etc.) without compromising content.</td>
<td></td>
</tr>
<tr>
<td>Oral Presentations</td>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
<td>4.0</td>
<td>5.0</td>
</tr>
</tbody>
</table>
If a LOW SCORE was given on any of the previous questions in this section, please explain.

Comments on Data Organization & Reporting
(Question 14 of 27)

Knowledge Base and Educational Initiative
(Question 15 of 27 - Mandatory)

<table>
<thead>
<tr>
<th></th>
<th>Unacceptable</th>
<th>Below expectations</th>
<th>Meet expectations</th>
<th>Above expectations</th>
<th>Exceptional</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base and</td>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
<td>4.0</td>
<td>5.0</td>
<td>0</td>
</tr>
<tr>
<td>Educational</td>
<td>Initiative</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

If a LOW SCORE was given, please explain.

Comments on Knowledge Base and Educational Initiative
(Question 16 of 27)

Data Interpretation & Integration
(Question 17 of 27 - Mandatory)

<table>
<thead>
<tr>
<th></th>
<th>Unacceptable</th>
<th>Below expectations</th>
<th>Meet expectations</th>
<th>Above expectations</th>
<th>Exceptional</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Interpretation &amp; Integration</td>
<td>Cannot integrate and interpret basic data.</td>
<td>Often reports data without analysis; often does not consider pertinent psychosocial factors. Problem list incomplete or unprioritized. Often unable to defend differential diagnoses.</td>
<td>Integrates and interprets data, including psychosocial factors, at a basic level. Generally appropriate problem list &amp; differential diagnoses.</td>
<td>Thoughtful integration and interpretation of data, including pertinent psychosocial factors. Consistently able to defend differential diagnoses.</td>
<td>Highly thoughtful integration of data to identify, prioritize, and solve patient problems. Understands complex issues, interprets patient problems.</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
<td>4.0</td>
<td>5.0</td>
<td>0</td>
</tr>
</tbody>
</table>

If a LOW SCORE was given, please explain.

Comments on Data Interpretation & Integration
(Question 18 of 27)
### CLINICAL JUDGMENT/MANAGEMENT

(Question 19 of 27  - Mandatory)

<table>
<thead>
<tr>
<th>Unacceptable</th>
<th>Below expectations</th>
<th>Meet expectations</th>
<th>Above expectations</th>
<th>Exceptional</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fails to recognize, identify, or prioritize urgent problems. Makes inappropriate diagnostic and therapeutic decisions. Lack of knowledge of routine screening. Unable to identify patient risk factors.</td>
<td>Inconsistent prioritization of clinical issues and decision-making ability. Often does not consider patient's psychosocial factors in decision making.</td>
<td>Appropriate basic diagnostic and therapeutic decision-making, taking into consideration patient's psychosocial factors. Performs appropriate health screening and usually identifies/adresses health risk factors. Generally aware of own limitations and seeks appropriate help.</td>
<td>Consistently makes sound diagnostic and therapeutic decisions, taking into consideration patient's pertinent psychosocial factors.</td>
<td>Highly thoughtful approach to management plans; consistently integrates new data, adjusts plans accordingly, and carefully weighs all alternatives, including patient's preferences and psychosocial factors. Comprehensive in application of routine health screening; addresses health risks.</td>
<td>0</td>
</tr>
</tbody>
</table>

If a LOW SCORE was given, please explain.

#### Comments on Clinical Judgment/Management

(Question 20 of 27)

### DEVELOPMENTAL ASSESSMENT

(Question 21 of 27  - Mandatory)

<table>
<thead>
<tr>
<th>Selection</th>
<th>Option</th>
</tr>
</thead>
<tbody>
<tr>
<td>INCONSISTENT REPORTER</td>
<td>Performing consistently at the &quot;Reporter&quot; level is the minimum requirement for clinical clerkships.</td>
</tr>
<tr>
<td>REPORTER</td>
<td>Consistently acquires and communicates clinical information accurately; this includes properly identifying patient problems and constructing appropriate problem lists. Also consistently demonstrates satisfactory professional behavior.</td>
</tr>
<tr>
<td>REPORTER/INTERPRETER</td>
<td>Starting to integrate and interpret the collected data to develop reasonable differential diagnoses, but not yet on a consistent basis.</td>
</tr>
<tr>
<td>INTERPRETER</td>
<td>Competent &quot;Reporter&quot; skills, and now consistently integrates and interprets data in reasonable fashion. Good fund of knowledge. Appropriately prioritizes patient problems. Thoughtful development and defense of differential diagnoses based on data.</td>
</tr>
<tr>
<td>INTERPRETER/MANAGER</td>
<td>Starting to offer reasonable diagnostic and therapeutic plans based on interpretation of data, but not yet on a consistent basis.</td>
</tr>
<tr>
<td>MANAGER</td>
<td>Competent &quot;Reporter&quot; and &quot;Interpreter&quot; skills and now consistently offers reasonable and thoughtful management plans and appropriately adjusts plans in response to new incoming data. Excellent fund of knowledge with good applicability to patient care.</td>
</tr>
<tr>
<td>MANAGER/EDUCATOR</td>
<td>Starting to pose insightful questions and search all available sources for answers, but not yet on a consistent basis</td>
</tr>
<tr>
<td>EDUCATOR</td>
<td>Accomplished &quot;Reporter&quot;, &quot;Interpreter&quot;, and &quot;Manager&quot; skills. Outstanding fund of knowledge and clinical skills with exceptional self-directed learning traits. Consistently poses insightful questions and tightly motivated to expand knowledge and share knowledge with others.</td>
</tr>
<tr>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

### PROCEDURAL KNOWLEDGE AND SKILLS

(Question 22 of 27  - Mandatory)

<table>
<thead>
<tr>
<th>Unacceptable</th>
<th>Below expectations</th>
<th>Meet expectations</th>
<th>Above expectations</th>
<th>Exceptional</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lacks knowledge of risks/benefits/limitations of medical procedures. No improvement even with coaching.</td>
<td>Limited understanding of relevant characteristics of medical procedures. Awkward, reluctant to try even basic procedures; insensitive.</td>
<td>Generally has basic understanding of relevant characteristics of medical procedures. Reasonable skills.</td>
<td>Good understanding of relevant characteristics of medical procedures. Proficient, compassionate.</td>
<td>Thorough understanding of relevant characteristics of medical procedures. Highly proficient and skillful.</td>
<td>0</td>
</tr>
</tbody>
</table>

If a LOW SCORE was given, please explain.

#### Comments on Procedural Knowledge and Skills

(Question 23 of 27)
If a LOW SCORE was given, please explain.

Comments on Procedural Knowledge and Skills  (Question 23 of 27)

<table>
<thead>
<tr>
<th>OVERALL SCORE</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unacceptable</td>
<td>Below Expectations</td>
<td>Meet Expectations</td>
<td>Above Expectations</td>
<td>Exceptional</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall Clinical Performance Score</td>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
<td>4.0</td>
<td>5.0</td>
<td>6.0</td>
<td>7.0</td>
<td>8.0</td>
<td>9.0</td>
</tr>
</tbody>
</table>

COMMENTS (required for the student's final grade sheet) Please comment on this student's performance based on all of the above categories. Indicate any significant areas of strength and areas needing improvement demonstrated by this student.

General Comments:  (Question 25 of 27 - Mandatory)

Areas for Improvement:  (Question 26 of 27)

Summation of Contact Time with Student:  (Question 27 of 27)

<table>
<thead>
<tr>
<th>Selection Option</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;1 Day</td>
</tr>
<tr>
<td>1-7 Days</td>
</tr>
<tr>
<td>8-14 Days</td>
</tr>
<tr>
<td>&gt;14 Days</td>
</tr>
</tbody>
</table>

**Figure B-1.** Evaluation of student clerkship performance ('long form')
APPENDIX C: THE ELECTRONIC STUDY SURVEY

Measuring Your Perceptions of Clinical Clerkship Evaluations

The purpose of this survey is to gather your perceptions on the experience of evaluating a medical student’s clinical performance via a clinical clerkship evaluation form. This survey is part of a larger project aimed at determining how physician evaluative load and evaluation strain may be associated with clerkship evaluation data.

By completing this survey, you agree to allow the research team to access records of clinical clerkship evaluations you have completed during the 2015-2016 academic year. No one outside of the research team will have access to these files, nor will your data be used for any other purpose.

Submission of this survey will qualify you for a raffle to win a $100 Amazon.com gift card!

Thank you for your participation!

Research Team: Courtney Tracer, B.S., James J. Brikaw, Ph.D., Adam B. Wilson, Ph.D., Ronald L. Shew, Ph.D., Gary R. Pike, Ph.D., Melissa R. Alexander, Ph.D.

Please provide the following demographic information.

First and Last Name:
* must provide value

Which IUSM medical department are you affiliated with?

- Family Medicine
- General Surgery
- Internal Medicine
- OB/GYN
- Pediatrics
- Psychiatry

What is your academic rank?

- Instructor/Lecturer
- Assistant Professor
- Associate Professor
- Full Professor
- Resident
- Fellow

What is your gender?

- Male
- Female
- Prefer not to answer

To what extent do you feel overwhelmed by the number of clinical clerkship evaluations you are asked to complete on a regular basis?

- I never feel overwhelmed.
- I sometimes feel overwhelmed.
- I often feel overwhelmed.
- I very often feel overwhelmed.
Below are six rating scales designed to gauge your experience in completing a clinical clerkship evaluation. Please assess the evaluative process by moving the “slide bar” on each of the six scales to the point which best represents your experience. The scales range from “very low” on the left to ”very high” on the right (or something similar). Please read the descriptions carefully.

**Mental Demand:** How mentally demanding is it to complete clerkship evaluations?

- Very Low
- Moderate
- Very High

[Slide bar]

Click bar above and then drag to set response

**Physical Demand:** How physically fatiguing is it to complete clerkship evaluations?

- Very Low
- Moderate
- Very High

[Slide bar]

Click bar above and then drag to set response

**Temporal Demand:** How hurried or rushed do you feel while completing clerkship evaluations?

- Very Low
- Moderate
- Very High

[Slide bar]

Click bar above and then drag to set response

**Task Complexity:** How complex is the task of completing clerkship evaluations?

- Not Very Complex
- Somewhat Complex
- Very Complex

[Slide bar]

Click bar above and then drag to set response

**Situational Stress:** How anxious do you feel when completing clerkship evaluations?

- Not Very Anxious
- Somewhat Anxious
- Very Anxious

[Slide bar]

Click bar above and then drag to set response

**Distractions:** How distracting is the evaluative environment when you complete clerkship evaluations?

- Not Very Distracting
- Somewhat Distracting
- Very Distracting

[Slide bar]

Click bar above and then drag to set response

reset
Now, rank order each of the six dimensions according to how important each dimension is in your ability to deliver a quality evaluation. Each number can be selected only once; each dimension must be ranked above or below another; there can be no ties.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>0 - Least Influential</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5 - Most Influential</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental Demand: How mentally fatiguing was the evaluation?</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Physical Demand: How physically fatiguing was the evaluation?</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Temporal Demand: How hurried or rushed was the pace of the evaluation?</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Task Complexity: How complex was the evaluation?</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Situational Stress: How anxious did you feel while performing the evaluation?</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Distractions: How distracting was the evaluative environment?</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
</tbody>
</table>

Please indicate below whether or not you would be willing to participate in a brief follow-up interview.

Would you be willing to participate in a brief, 10-minute follow-up interview with the researcher regarding your perceptions on the evaluative process?

☐ Yes
☐ No

Figure C-1. Electronic study survey
### Table D-1. Quality of CCE rubric

<table>
<thead>
<tr>
<th>'Quality of Feedback' Quality Measures</th>
<th>Eval 1</th>
<th>Eval 2</th>
<th>Eval 3</th>
<th>Eval 4</th>
<th>Eval 5</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diagnostic comment:</strong> a comment based on observable behaviors and/or skills</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Formative comment:</strong> a two-part comment suggesting specific areas of strengths and/or weaknesses <em>with</em> a clear explanation of how to improve or what was done well</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Specific comment:</strong> a two-part comment that was both not globally descriptive, like “did well,” and uniquely formulated for the evaluated student</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Practical comment:</strong> a comment that was thorough, useful, and clearly actionable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>/4</td>
</tr>
</tbody>
</table>
APPENDIX E: INTERVIEW PROTOCOL

1. What value do you ascribe to clinical clerkship evaluations?
   a. Are they important to you?
   b. Are they important to the students?
2. How confident are you that the information you are communicating to students on these evaluations is actionable?
3. Have you heard of any ‘grade inflation’ on the evaluations?
4. How would you describe the ‘quality’ of the evaluations you produce?
5. What would you change about the evaluative process, if anything?
6. How easy is it to complete the evaluations?
7. How do you conceptualize your evaluative load? Do you think that you have a lot of evaluations to complete, more so than your colleagues or those from other departments?
8. In the survey you completed, you were asked to describe how six dimensions affected your experience of completing these evaluations. These were mental, physical, and temporal demands; task complexity; situational stress; and distractions. Are there any other factors or influences that you believe contribute to or hinder your completion of these evaluations?
9. Of these six dimensions, you ranked ______ as the most influential dimension and ______ as the least influential. Can you describe why?
10. What is the most noteworthy aspect of the evaluation, in your opinion?
APPENDIX F: HISTOGRAM ILLUSTRATING PARTICIPANTS’ SCORES ACROSS THE CLOSED-ENDED CCE ITEMS

Figure F-1. Histogram illustrating participants’ scores across the closed-ended items
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