Synergy of AMPA and NMDA Receptor Currents in Dopaminergic Neurons: A Modeling Study
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Dopaminergic (DA) neurons display two modes of firing: low-frequency tonic and high-frequency bursts. The high frequency firing within the bursts is attributed to NMDA, but not AMPA receptor activation. In our models of the DA neuron, both biophysical and abstract, the NMDA receptor current can significantly increase their firing frequency, whereas the AMPA receptor current is not able to evoke high-frequency activity and usually suppresses firing. However, both currents are produced by glutamate receptors and, consequently, are often co-activated. Here we consider combined influence of AMPA and NMDA synaptic input in the models of the DA neuron. Different types of neuronal activity (resting state, low frequency, or high frequency firing) are observed depending on the conductance of the AMPAR and NMDAR currents. In two models, biophysical and reduced, we show that the firing frequency increases more effectively if both receptors are co-activated for certain parameter values. In particular, in the more quantitative biophysical model, the maximal frequency is 40% greater than that with NMDAR alone. The dynamical mechanism of such frequency growth is explained in the framework of phase space evolution using the reduced model. In short, both the AMPAR and NMDAR currents flatten the voltage nullcline, providing the frequency increase, whereas only NMDA prevents complete unfolding of the nullcline, providing robust firing. Thus, we confirm a major role of the NMDAR in generating high-frequency firing and conclude that AMPAR activation further significantly increases the frequency.
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1. INTRODUCTION

Midbrain dopamine neurons predominantly fire in a low frequency, metronomic manner (i.e., tonic) and display occasional high frequency, burst-like episodes (Grace and Bunney, 1984; Tepper et al., 1995; Hyland et al., 2002). Tonic spiking patterns of the DA neuron are observed in vivo and in isolated preparations (i.e., slices), however they are less regular in vivo (Tepper et al., 1995; Hyland et al., 2002). The transition from tonic firing to a burst is stimulus-driven and evokes transient increases in DA release throughout the brain. The computational function facilitated by transitions from tonic firing to a burst in DA neurons has been studied extensively and the preponderance of evidence suggests that this signal provides a value judgment regarding the salience of environmental stimuli (Hyland et al., 2002; Schultz, 2002).
In vivo, bursts in DA neuron firing are not repetitive, but are typically singular events superimposed on the tonic firing pattern (Grace and Bunney, 1984; Tepper et al., 1995; Hyland et al., 2002). A burst has been classically defined as any group of three or more spikes starting with an interspike interval shorter than 80 ms and ending with an interspike interval longer than 160 ms (Grace and Bunney, 1984). Both in vivo and in slices, bursts can be elicited via transient activation of synaptic inputs, and, in particular, N-methyl-D-aspartate (NMDA) receptor activation (Johnson et al., 1992; Chergui et al., 1993; Overton and Clark, 1993; Tong et al., 1996; Morikawa et al., 2003; Johnson and Wu, 2004; Deister et al., 2009). Additionally, the blockade of calcium-dependent potassium (SK-type) channels has also been shown to evoke bursting (Shepard and Bunney, 1991). However, in contrast to in vivo observations, the SK blockade results in repetitive bursting, where high-frequency episodes are separated by pauses. The repetitive bursting phenomena are also observed following bath application (Johnson et al., 1992; Johnson and Wu, 2004), but not iontophoresis of NMDA (Morikawa et al., 2003; Deister et al., 2009). Thus, high-frequency spiking can be clustered into repetitive bursts or, more commonly, a single and transient burst. The mechanisms in repetitive bursting that create pauses between bursts have been studied separately from high frequency spiking itself (Johnson et al., 1992; Canavier, 1999; Li et al., 1999). However, high-frequency spiking is likely to increase DA efflux above background levels and thus capable of providing a signal that alters the computational properties of afferent networks. Therefore, it is important to focus on the mechanism of high-frequency firing more generally, which is done in the current study.

SK channels are partially responsible for repolarizing the cell after a spike, as they evoke a long-lasting hyperpolarization after each spike, which extends the interspike interval (Ping and Shepard, 1996). Likewise, blockade of this current increases the firing frequency by shortening the interspike interval (Shepard and Bunney, 1991). This type of high-frequency firing, however, rapidly transitions to depolarization block within the bursts (Shepard and Bunney, 1991; Johnson and Wu, 2004). The mechanism whereby episodes of high-frequency firing are evoked by NMDAR activation are difficult to explain because SK current activation should still repolarize the neuron leading to long interspike intervals. One possibility is that NMDAR current counteracts the SK current, blocks oscillations all together. The mechanism of high-frequency firing more generally, which is done in the current study.
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In contrast, we focus on the situation in which the receptors are activated tonically either by nonbursty asynchronous activity of the glutamatergic inputs in vivo, or by long-lasting application of glutamate in vitro. In this situation, the model by Canavier and Landry (2006) would not differentiate the responses to AMPA and NMDA receptor activation: the frequency increase would be similar. Thus, the question whether AMPAR co-activation further increases the frequency or obscures firing by quickly inducing depolarization block did not emerge.

In the current study, we initially chose a minimal model to avoid the complexities of conductance-based models, which has been used previously to study DA neuron dynamics (Zakharov and Kuznetsov, 2012a,b). While conductance based models are critical to enumerate the potential factors contributing to the major biophysical properties of the DA neuron, minimalistic models are necessary to find the most essential ones. The major biophysical properties of the DA neuron are:

- Tonic low-frequency (1–4 Hz) oscillations in isolation;
- Elevation in the frequency during NMDA receptor stimulation above 20 Hz;
- Frequency during AMPA receptor stimulation or depolarizing current injection below 10 Hz.

The model is based on the classical FitzHugh-Nagumo oscillator (FitzHugh, 1961) and includes the nonlinearity of the SK-type calcium-dependent potassium current, which allows for the above properties to be reproduced. Thus, the subthreshold calcium-potassium mechanism for oscillations, implemented even in the abstract form of FHN model, is responsible for the major properties of the DA neuron. We analyze dynamical mechanisms in the minimal model and further simulate the same results in our biophysical model (Ha and Kuznetsov, 2013) for better quantitative predictions.

The models differentially respond to AMPA and NMDA tonic synaptic inputs, however, we now consider their co-activation. We show that, combined with NMDA, AMPA may further increase the frequency of firing. The peak frequency that can be achieved with the co-activation of the receptors is 20% higher than for the activation of the NMDA receptor alone in the minimal model, and reaches 40% in the biophysical model. Thus, our results confirm the hypothesized major role of NMDA receptors in generating high frequency firing, as observed in experiments. Further, we show that AMPA receptor activation may contribute to bursting (increasing the frequency in the burst), or obscure the burst by inducing depolarization block.

### 2. MATERIALS AND METHODS

#### 2.1. Minimal Model

First, we study dynamical mechanisms in the following minimal neuron model based on the classical FHN oscillator (FitzHugh, 1961):

\[
\begin{align*}
\dot{v} &= f(v) + j_{KCa}(v, w) + j_{stim}, \\
\dot{w} &= εg(v, w).
\end{align*}
\]

As in FHN oscillator, the first variable \(v\) describes membrane potential, and functions \(f(v)\) is set as

\[
f(v) = a_1(v^3 + a_2v^2 + a_3v + a_4).
\]

The second variable \(w\) in (Equation 1) represents a slow recovery process, such as gating of a repolarizing current. The nonlinear term \(j_{KCa}(v, w)\) represents such a current and provides feedback. This term replaces a linear function of \(w\) in the classical FHN oscillator. As we have shown before (Zakharov and Kuznetsov, 2012a,b), this substitution provides the major biophysical properties of the DA neuron in the model. The nonlinear function represents an SK-type \(Ca^{2+}\)-dependent potassium current (Li et al., 1999):

\[
j_{KCa}(v, w) = g_{KCa}(E_k - v)\frac{w^4}{w^4 + k^4}.
\]

Here, all parameters are made dimensionless to match the formalism of FHN model (see below). \(g_{KCa}\) is proportional to the maximal current density, \(E_k\) is the \(K^+\) reversal potential, \(k\) is the half activation of the current. Accordingly, variable \(w\) corresponds to calcium ion concentration, and \(ε\) is a small parameter that makes the variable slow and reflects calcium buffering (see below).

Above the \(v\) axis in the phase plane, the \(v\)-nullcline is \(N\)-shaped (see e.g., Figure 4). But due to the nonlinearity introduced by the SK-type current (Equation 3), it has another folded branch below the axis: \(v\)-nullcline is symmetric about the \(v\) axis (not shown). Intersections with the \(w\)-nullcline in that region may become stable equilibrium states and attract trajectories even from the region of positive \(w\). To avoid that, we choose function \(g(v, w)\) [and, thus, the \(w\)-nullcline \(v = g(v, w)\)] to be piece-wise linear

\[
g(v, w) = \begin{cases} 
  v - k, u \geq 0, \\
  0.01(v - k) - w, u \leq 0 
\end{cases}
\]

We further introduce the parameter \(c (c = 1.1 \times 10^{-4})\) in the model to calibrate the time and scale the frequency to be in Hz. The rest of the variables are dimensionless and are calibrated to be of the same order of magnitude and within a unit interval, which is optimal for mathematical analysis and simulations. The recovery variable can be interpreted as calcium concentration since we used a nonlinearity of the calcium-dependent potassium current (Equation 3). Thus, the function \(g(v, w)\) takes into account calcium currents. Given the abstract cubic function \(f(v)\) from the classical FHN system, the model does not include particular currents (e.g., subthreshold or spike-producing). The cubic function \(f(v)\) is independent of \(g(v, w)\), meaning that not only the calcium currents, but also other depolarizing currents are taken into account.

The minimal model (Equation 1) includes two external excitatory stimuli: AMPAR and NMDAR synaptic currents. They are represented by the corresponding terms in \(j_{stim}\):

\[
\begin{align*}
  j_{stim} &= g_N(v)(E_N - v) + g_A(E_A - v), \\
  g_N(v) &= \frac{g_N}{1 + Me^{-6v}}.
\end{align*}
\]
where $g_A$ and $g_N$ are dimensionless maximal conductances of AMPAR and NMDAR channels, respectively, $E_N$ and $E_A$ are their reversal potentials. The AMPAR conductance is independent of the voltage, and the conductance of the NMDAR is $g_N(v)$, which was modified from Li et al. (1999). The dimensionless parameter $M$ captures the dependence of NMDAR on the concentration of magnesium, which blocks the receptor at low voltages and, thus, creates the nonlinearity.

We fixed all parameters ($a_1 = -1$, $a_2 = 1.35$, $a_3 = 0.54$, $a_4 = 0.0539$, $k = -0.585$, $M = 0.2$, $E_N = E_A = 0$, $g_{KCa} = 0.5$, $E_{KCa} = -1$, $k = 10$, $\epsilon = 0.01$) except for $g_A$, $g_N$, which vary as the control parameters of the system (Equation 1). For this parameter set, the model (Equation 1) without an external stimulus demonstrates robust low-frequency tonic (periodic) oscillations.

### 2.2. Biophysical Model

Second, we simulate the same results in our biophysical model (Ha and Kuznetsov, 2013) for more quantitative predictions. Briefly, the model consists of three equations for the voltage, intracellular $Ca^{2+}$ concentration and the gating variable of the ERG, respectively:

$$
\frac{dv}{dt} = g_{Ca}(v)(E_{Ca} - v) + (g_{KCa}([Ca^{2+}]) + \tilde{g}_{ERG}n^4 + g_K(v)(E_K - v) + \tilde{g}_{AMPA}(E_{AMPA} - v) + g_{NMDA}(v)(E_{NMDA} - v),
$$

$$
\frac{d[Ca^{2+}]}{dt} = \frac{2}{zF} \beta(\tilde{g}_{Ca}(v)(E_{Ca} - v) - P_{Ca}[Ca^{2+}]),
$$

$$
\frac{dn}{dt} = \frac{n_{inf}(v) - n}{\tau_n(v)}.
$$

(6)

In the voltage equation, $g_{Ca}(v)$ is a voltage-dependent $Ca^{2+}$ conductance; $g_{KCa}(v)$ is a $Ca^{2+}$-dependent $K^+$ conductance; $g_{ERG}$ is the ERG conductance. A small leak conductance $g_l$ and a voltage-gated instantaneous potassium conductance $g_K$ are included to limit the input resistance and the voltage, respectively. The spike-producing currents were found not to be essential for generating either high- or low-frequency activity (Wilson and Callaway, 2000; Deister et al., 2009). Thus, we calibrated the model to reproduce the voltage oscillations when the fast sodium current is blocked. The presence of the ERG current is one of the factors that make the biophysical model much more complex than the minimal one. The equation for the gating variable of the ERG current in system (Equation 6) is in the standard Hodgkin-Huxley form with the following activation function and time constant:

$$
n_{inf}(v) = \frac{1}{1 + \nu^{-}\frac{-2.47F}{v}}.
$$

$$
\tau_n(v) = 62 + 300 \left( \frac{1}{1 + e^{\frac{v-E_{NMDA}}{25.64}}} - \frac{1}{1 + e^{\frac{v-E_{NMDA}}{25.64}}} \right).
$$

(7)

The parameters are a product of calibration of this current to sustain pacemaking in the absence of the $Ca^{2+}$-dependent potassium current. The voltage dependence of the $Ca^{2+}$ current

$$
\frac{g_{Ca}(v)}{g_{Ca_{max}}} = \frac{\alpha(v)}{(\alpha(v) + \beta(v))^4},
$$

$$
\alpha(v) = 0.0032 \frac{v + 50}{1 - e^{\frac{v-E}{25.64}}},
$$

$$
\beta(v) = 0.05e^{\frac{v-E}{35.4}}.
$$

replicates the characteristic low-threshold $L$-type current found in DA neurons.

The fourth power dependence of the SK type $Ca^{2+}$-dependent potassium conductance on $Ca^{2+}$ concentration

$$
g_{KCa}(v) = \tilde{g}_{KCa} \frac{[Ca^{2+}]^4}{[Ca^{2+}]^4 + k^4}.
$$

(9)

is typically used to best represent the characteristics of the current. This is exactly the same dependence (Equation 3) as in the minimal model, but in dimensional variables.

The additional potassium current has the conductance $g_K(v) = \frac{\tilde{g}_K}{1 - e^{\frac{v-E}{4}}}$.

As in the minimal model, the conductance $\tilde{g}_{AMPA}$ is a constant density of the AMPAR current, but now it is in $mS/cm^2$ as well as all other conductances in the biophysical model. Also very similar to the minimal model, the nonlinear function of the voltage

$$
g_{NMDA}(v) = \frac{\tilde{g}_{NMDA}}{1 + 0.1[Ca^{2+}]e^{0.062v}},
$$

reflects the activation of the NMDAR current. Here, $[Mg^{2+}]$ is magnesium concentration, and the magnesium block is treated as instantaneous.

The calcium equation in system (Equation 6) corresponds to the $w$ equation in the minimal model (Equation 1). It represents balance between $Ca^{2+}$ entry via the L current and $Ca^{2+}$ removal via a pump. After entering the cell, $Ca^{2+}$ binds to a buffering protein. Buffering is assumed instantaneous and is taken into account by the buffering coefficient $\beta$. This coefficient is the ratio of free to total intracellular $Ca^{2+}$. Therefore, $[Ca^{2+}]$ represents free intracellular $Ca^{2+}$ concentration.

All parameter values were the same as in our previous publication (Ha and Kuznetsov, 2013), except for the conductance of the ERG current, which was lowered to $g_{ERG} = 2$. See Ha and Kuznetsov (2013) for more details on the model construction and calibration.

### 2.3. Temporal Profile of Synaptic Receptor Activation

In both models, synaptic receptors are activated in a tonic fashion without kinetics. The reason is that we reproduce experimental results obtained in vitro, in which the timescale of receptor stimulation is much longer than their activation timescale. For example, a typical iontophoresis pulse lasts for 200 ms (e.g., Deister et al., 2009), whereas AMPA and NMDA receptors activate within 1 and 7 ms, respectively. The tonic or long-pulse activation of the receptors in vitro mimics tonically active synaptic inputs or long pulses of their activation in vivo. Thus, along with in vitro experiments, our modeling is also relevant.
Synergy of Excitatory Inputs in DA Neuron

2.4. Firing Frequencies

In accord with the electrophysiological literature on DA neurons, the models build on the well-established calcium-potassium mechanism for oscillations (Grace and Bunney, 1984; Ping and Shepard, 1996; Wilson and Callaway, 2000) and mimics other (e.g., spike-producing) currents that are subordinate to the oscillatory mechanism (Grace and Onn, 1989; Harris et al., 1989; Nedergaard and Greenfield, 1992; Wilson and Callaway, 2000). The biophysical model has been tested and validated in our previous publications (Kuznetsov et al., 2006; Ha and Kuznetsov, 2011, 2013). The papers show that the spike-producing currents can be omitted in the model since they only slightly change the frequency.

This approach is similar to that in the integrate-and-fire model (Lapicque, 1907; Stein, 1967), where a spike is registered whenever the voltage reaches a threshold. However, the blockade of the spike-producing currents in DA neurons does not change the period and the shape of oscillations between the spikes much (Wilson and Callaway, 2000). To reflect that in the model, the voltage should reset not to the minimum, but back to the threshold so that the oscillation continues unperturbed. Thus, the firing frequency is measured as the frequency of intersecting the spike threshold in the model (−0.4 in the minimal model, and −40 mV in the biophysical one). We connect our results with experiments by quantitative comparison to the firing frequencies measured in different conditions.

3. RESULTS

3.1. Responses of the Model to Co-activation of Synaptic Currents

The case of separate influence of the AMPAR and NMDAR synaptic currents was studied in Zakharov and Kuznetsov (2012a,b). The AMPAR current increases firing rate of the DA neuron but at the same time quickly and monotonically decreases the amplitude of voltage oscillations resulting in their localization in the subthreshold range and cessation of firing for small increase in the AMPAR conductance (Figure 1B). The NMDAR current does not decrease the amplitude of voltage oscillations and mostly influences the frequency (Figure 1A). As NMDAR conductance grows, the frequency increases first, attains a maximum at an intermediate value of the conductance and then gradually decreases (Figure 2A NMDA ONLY). Since the DA neuron may transition to repetitive bursting at strong NMDAR activation, and this mechanism is not in the model, we do not consider the further increase of NMDAR current. However, the biphasic frequency modulation by NMDA has been reported in an experimental study (Wang et al., 1994).

Here we consider in detail combined influence of AMPA and NMDA receptor currents. As well as without NMDA, for the small values of $g_N$ and large enough values of $g_A$, the neuron is to tonic background activation as well as modulation of synaptic inputs in vivo at the timescale of tens or hundreds of milliseconds.
we discussed. Further, synaptic currents than in the case with the NMDAR current only a higher frequency in the case of combined influence of both those for NMDAR activation only. Thus, it is possible to obtain rescues firing, and this results in firing frequencies greater than a wide range of $g$.

FIGURE 3 | Different combinations of AMPA and NMDA receptor currents may give high frequency firing or depolarization block. (A) Frequency distribution on the parameter plane of AMPA and NMDA receptor conductances. Red lines correspond to the high frequency firing. The white lines indicate the conductance ratios 1/30 and 1/15 that correspond to control and facilitation of AMPA current following application of a drug with high abuse potential (see Discussion). The gray arrows and voltage traces in panel (B) illustrate increase in the firing frequency by greater activation of NMDA and AMPA receptors (2) and then blockade of firing by plastic increase in the AMPA conductance (3) at a longer timescale following drug use.

not firing (Figure 1B). Interestingly, increasing NMDAR current rescues firing, and this results in firing frequencies greater than those for NMDAR activation only. Thus, it is possible to obtain a higher frequency in the case of combined influence of both synaptic currents than in the case with the NMDAR current only (Figures 2A, 5B, 7 top). We obtain such elevated frequency in a wide range of $g_A$ and $g_N$. The highest frequency is achieved for $g_A = 0.026, g_N = 0.77$ (Figure 2B). In this minimal model, co-activation of the receptors adds up to 20% to the frequency.

The frequency distribution diagram in Figure 3 shows a large region of high frequency activity (orange and yellow). The frequency is calculated at the intersection of the voltage oscillation with the spike threshold. Thus, the region where the voltage oscillations reduce in amplitude and remain in the subthreshold range are truncated (e.g., near Andronov-Hopf bifurcation; see, for example, Figure 4B). As AMPAR conductance is increased, the firing region shrinks and a greater part of the frequency dependence on the NMDAR conductance is cut off (Figure 2A). NMDAR activation is required to restore firing, and the higher the AMPAR conductance, the greater NMDAR current is needed. On the other hand, the frequency dependence on NMDAR conductance does not shift much: its maximum stays at a virtually the same conductance. Thus, increasing AMPAR conductance cuts the rising part of the frequency dependence first, and then the region of high firing frequencies all together (Figure 3). We predict that, depending on the background AMPAR activation in experiments, an abrupt transition from silence to high-frequency firing may be observed instead of a gradual frequency increase as NMDAR is activated. At excessive AMPAR activation, the high frequencies may be abolished all together.

3.2. Dynamical Mechanism of the High Frequency Activity

Next, we use our minimal model to explain the dynamical mechanism of the frequency increase and cessation of firing. The model has the minimal number of variables required to reproduce oscillations: its phase space is a plane of $v$ and $w$. Thus, we can use nullcline analysis and give a graphic explanation of the synergy between the NMDAR and AMPAR synaptic inputs. In Zakharov and Kuznetsov (2012a,b) we discussed separate influence of both synaptic currents and found simple geometric explanation to the distinct responses they elicit. The NMDAR current increases the frequency due to flattening (but not unfolding). Figures 4C,D of the $v$-nullcline. This change in the geometry of the nullcline determines a decrease in the amplitude of the slow variable $w$, and, consequently, directly reduces the period. By contrast, the AMPAR current mostly shifts the folded region of the $v$-nullcline to the right, and, consequently, stabilizes the equilibrium state via Andronov-Hopf bifurcation. Thus, oscillations are lost already at small values of the conductance of the AMPAR current.

Here we further observe that oscillations are preserved for a higher AMPAR conductance if NMDAR is active together with AMPAR (see Figure 3). The equilibrium state which was stable at high AMPAR and low NMDAR conductances becomes unstable with increasing $g_N$ via a supercritical Andronov-Hopf bifurcation, and a stable limit cycle emerges (Figures 4A,B). If the limit cycle intersects the threshold (Figure 4B), it corresponds to neuron firing. With further elevation of $g_N$, the firing frequency increases. To understand how NMDAR activation rescue firing, we conduct nullcline analysis in the minimal model. At a moderate NMDAR conductance, the distance between the minimum of the voltage nullcline and the calcium nullcline is greater than at no NMDAR activation (Figures 4C,D compare $g_N = 0$ and 0.77). This is why the Andronov-Hopf bifurcation on Figures 3A,B occurs at greater values of the AMPAR conductance as NMDAR conductance grows. Simultaneously, AMPAR activation contributes to the unfolding of the voltage nullcline (Figure 5), and increases the frequency further (Figure 2). Note that the observation that oscillations are more robust in NMDA has been made for our detailed biophysical model in Ha and Kuznetsov (2013). Further, robustness of high-frequency oscillations in NMDA was also
FIGURE 4 | Bifurcation analysis explains the influence of the different combinations of AMPA and NMDA receptor currents. The state diagram (A) and one-parameter bifurcation diagram (B) of the minimal model (Equation 1). Panel (B) illustrates the transition along the horizontal dashed line at $g_A = 0.026$ in panel (A). Panels (C,D) show the evolution of the $v$-nullcline in the model phase plane. At a low AMPAR activation (C), a limit cycle of oscillations is initially present. With growing $g_N$, the $v$ nullcline flattens, but does not unfold, which preserves the oscillations and increase their frequency. At a high AMPAR activation (D), the equilibrium state is initially stable. With growing $g_{NMDA}$, the minimum of the $v$-nullcline moves to the left with respect to the $w$-nullcline. As a result, the stable steady state loses its stability and a limit cycle emerges through a supercritical Andronov-Hopf bifurcation. The frequency of these oscillations is highest because the amplitude with respect to the slow variable $w$ is minimal.

observed in experiments, but with respect not to AMPA, but to GABA receptor activation (Lobb et al., 2010).

3.3. Quantitative Prediction of the Frequency Growth

Here we return to our biophysical conductance-based model (Equation 6) to confirm our results and make better quantitative predictions. The frequency was calculated at the intersection of the voltage trace with the spike threshold of $-40 \text{ mV}$. Figure 6 shows the firing frequency as a function of NMDAR conductance for different fixed values of AMPAR conductance. The model displays qualitatively similar behavior as the minimal model. In particular, separately, NMDAR activation increases the firing frequency up to 50Hz, whereas AMPAR does not. Co-activation of AMPAR together with NMDAR leads to a further frequency growth. We found that the additional frequency increase is greater in the biophysical model than in the minimal model and it can be more than 40%. The greater frequency increase is due to differences in the shape of the nullclines better capturing the biophysical characteristics of the currents. The biophysical model is also more accurate at higher NMDAR activation, where a long interval of frequency decrease is truncated by blockade of firing. Again, this is due to the shape of the nullclines. In particular, the $Ca^{2+}$ nullcline has sigmoid shape, which forms a stable steady state correspond to depolarization block. With stronger AMPAR activation, the amplitude of voltage oscillations decreases (similar to the minimal model; data not shown) and confine in the subthreshold range. Thus, the simulated neuron stops firing. Further, the steady state of depolarization block becomes stable and subthreshold voltage oscillations disappear as well. Because AMPAR current alone leads to depolarization block already at very low values, activation of NMDAR is required to rescue the subthreshold voltage oscillations and firing first, and only then increases the frequency (Figure 7). This feature is also well captured in the minimal model (Figure 2A) and these models have only a difference in the velocity of frequency growth with the elevation of the NMDA current: the firing rate in the minimal model grows faster. Thus, the reduced and the conductance-based models demonstrate qualitatively similar firing frequency growth during co-activation of the AMPAR and NMDAR currents (compare voltage traces in Figure 7).

4. DISCUSSION

In this paper, we consider the co-activation of AMPAR and NMDAR synaptic currents on a DA neuron. Previous data and simulations suggest that these receptors differentially affect DA neuron firing: NMDAR increases the firing frequency while AMPAR causes depolarization block. Therefore, one may expect these effects to oppose one another, where an increase in the frequency caused by NMDAR is impeded by the AMPAR as these receptors are both activated by glutamate and therefore, should
activate together. Thus, the high frequencies evoked by NMDAR activation may not be achievable in vivo, and the effect of receptor co-activation is unclear. Resolving this issue was the focus of the current study.

The simulations presented herein demonstrate that NMDAR activation increases firing frequency with further increases following AMPAR activation. The additional frequency increase mediated by the AMPAR is consistent in both models and exceeds 40% in the biophysical model (Ha and Kuznetsov, 2013). However, it is only possible for certain conductances of the AMPAR and NMDAR. In particular, there is an intermediate range of NMDAR activation, in which moderate AMPAR activation further increases the frequency. At either lower or higher NMDAR activation, the AMPAR also increases the firing frequency, but overall increase remains low (<20 Hz, Figure 6). At any NMDAR conductance, if there is excessive AMPAR activation, this suppresses the Ca$^{2+}$ – K$^+$ mechanism for voltage oscillation all together, sends the neuron into depolarization block, and eliminates firing. However, the stronger the NMDAR activation, the higher the AMPAR conductance is required for depolarization block. Below this value, the growth of AMPAR conductance leads to increases in DA neuron firing. Experimental data support this result as NMDAR and AMPAR co-activation has been shown to increase (Christoffersen and Meltzer, 1995) the firing frequency of the DA neuron. The effect of co-activation of AMPA and NMDA receptors on DA neurons has been investigated in previous modeling studies where synergistic increases in firing were observed (Canavier and Landry, 2006). In addition, Qian et al. (2014) show that tonic activation of NMDA receptor delays entry into depolarization block, whereas AMPA does not. Our models shows exactly the same properties and predicts synergistic effect of these receptors on the frequency growth. Note that we consider not transient, but steady frequencies. DA neurons display a spike frequency adaptation, and the transient frequencies are somewhat higher. This is an additional factor that can contribute to burst episodes observed in experiments, and this is not considered in the current paper. Similar to the currently proposed model, Canavier and Landry (2006) demonstrated that concurrent activation of
AMPAs and NMDAs receptors increases the firing frequency above that evoked by stimulation of NMDA receptors alone. However, we predict a much greater frequency increase, which could be attributable to the different mechanism proposed here than in Canavier and Landry (2006). We show how a tonic level of AMPAR activation may increase the firing frequency by flattening the voltage nullcline in the model, whereas in Canavier and Landry (2006) AMPAR activation is short and works by transient opposition to the hyperpolarizing currents. The mechanisms of the frequency increases are not mutually exclusive, however, and could be synergistic in vivo. For instance, asynchronous glutamatergic inputs may summate to yield tonic background activation of AMPA and NMDA receptors and give a moderate increase in the firing frequency. A burst may reflect a further transient frequency increase in the DA neuron due to pulsatile stimulation, which requires transient synchronizion of the inputs (by Canavier and Landry, 2006), or simply greater tonic activation of the receptors, which requires increase in firing of the glutamatergic neurons (by our mechanism).

The effect of AMPAs on the absolute value of the NMDAR conductance, as well as the AMPA-to-NMDA current ratio. Interestingly, many drugs of abuse alter this ratio so that the AMPAR becomes stronger relative to the NMDAR (Saa et al., 2003). Taken together with overall excitatory influence of drugs of abuse on DA neurons, one would expect that, in their presence, the greater AMPAR contribution facilitates high-frequency bursts of the DA neuron compared to the control conditions. However, our results show that alterations in the AMPA-to-NMDA ratio may only impede the ability to evoke high-frequency bursts. Our calculations in the biophysical model (Ha and Kuznetsov, 2013), show that the current ratio measured in experiments (0.4 Saa et al., 2003) in response to a short voltage pulse corresponds to the conductance ratio around 1/30. The solid white line labeled 1/30 in Figure 3 corresponds to this ratio of the AMPA/NMDA conductances. Interestingly, the line passes through the maximum of the frequency distribution. Thus, in the control conditions, the AMPA-to-NMDA ratio is optimal to evoke high-frequency firing. The white line labeled 1/15 in Figure 3A corresponds to the AMPA-to-NMDA ratio doubled, which mimics the facilitation of AMPAR observed following application of drugs with high abuse potential (Saa et al., 2003). This line is mostly outside of the oscillatory region, meaning that co-activation of AMPA and NMDA receptors will lead to a blockade of firing and possibly an extended state of depression of the DA neuron. The graph shows that the decrease in NMDAR and AMPAR conductances along the line will restore firing, but the maximal frequency may only be a half of that achieved in the control. Thus, the increase in the AMPA-to-NMDA ratio, which results from the acute application of a drug of abuse, moves the DA neuron away from the optimal conditions to evoke high-frequency bursts.

In summary, the predictions that come from our model fit well with the time course of adaptations in the DA system following drug of abuse. The initial short-term increase in firing through co-activation of AMPA and NMDA could facilitate the prediction of highly salient environmental stimuli such as drugs of abuse and cues that predict them (Fiorillo et al., 2003; Tobler et al., 2005; transition from 1 to 2 in Figure 3). Additionally longer time scale, persistent changes in plasticity (i.e., AMPA/NMDA ratio), which are predicted to reduce firing of the DA neuron, may provide a mechanism for hypodopaminergic states observed following drug use (Volkow et al., 2002; transition from 2 to 3 in Figure 3). The observed depression in DA neuron firing by changing AMPA/NMDA could also provide mechanism of the decreased hedonic effects of drugs of abuse with repeated use as well as the devaluation of environmental rewards.
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