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Abstract 

This work introduces a new design algorithm to optimize 
progressively folding thin-walled structures and in order to improve 
automotive crashworthiness. The proposed design algorithm is 
composed of three stages: conceptual thickness distribution, design 
parameterization, and multi-objective design optimization. The 
conceptual thickness distribution stage generates an innovative 
design using a novel one-iteration compliant mechanism approach 
that triggers progressive folding even on irregular structures under 
oblique impact. The design parameterization stage optimally 
segments the conceptual design into a reduced number of clusters 
using a machine learning K-means algorithm. Finally, the multi-
objective design optimization stage finds non-dominated designs of 
maximum specific energy absorption and minimum peak crushing 
force. The proposed optimization problem is addressed by a multi-
objective genetic algorithm on sequentially updated surrogate 
models, which are optimally selected from a set of 24 surrogates. The 
effectiveness of the design algorithm is demonstrated on an S-rail 
thin-walled structure. The best compromised Pareto design increases 
specific energy absorption and decreases peak crushing force in the 
order of 8% and 12%, respectively. 

Introduction 

Vehicle crashworthiness relies heavily on the energy absorbing 
capabilities of plastically deformable progressive crushing zones 
located at the front and rear end of the vehicle’s body. In commercial 
vehicles, progressive crushing zones are comprised of thin-walled 
structures arranged in the form of hollow tubes, which are ultimately 
responsible for managing impact energy in the event of a collision. 
Thin-walled components are highly formable, structurally sound, and 
capable of sustaining axial collapse mode. This collapse mode, also 
known as progressive folding, is achievable by tubes of uniform 
thickness under axial load [3]. Geometric and material discontinuities 
as well as strain-rate effects and oblique impact promote a less 
desirable bending collapse mode. This low-energy collapse mode, 
also known to as Euler-type buckling, reduces the component 
crashworthiness and increases the risk of damage and intrusion in 
other zones of the vehicle [4]. 

In order to mitigate this undesirable Euler-type buckling, vehicle 
structural designers have incorporated design features such as crush 
initiators in the form of cutouts, dents, and stiffeners [5-9]. Another 
alternative, which can be combined with crush initiators, is the use of 
cellular materials (honeycombs) and foam fillers of uniform and 
functionally graded density [10-13].  

The integration of design optimization methods, which potentially 
reduce the design cycle time and increase the effectiveness of the 
structural component [14, 15], is hindered by two technical 
challenges. The first challenge is the conceptual design generation: 
the best type of crush initiator, cellular pattern, or foam density 
distribution, is unknown and the designer has to test several 
configurations before committing to a design that can be further 
parameterized and optimized. The second challenge is the non-
linearity of the crash computational model and the consequent 
computational cost of the simulation, which makes it impractical to 
use traditional optimization methods.  

To systematically address the conceptual design generation of 
crashworthy structures, researchers have explored the use of topology 
optimization methods (material distribution) [16] using analytical 
approximations of the sensitivity coefficients. Methods based on linear 
implicit finite element analysis, such as equivalent static loads (ESL) [17, 
18], or partially non-linear implicit methods [19, 20] are numerically 
efficient since sensitivity coefficients can be obtained; however, these 
methods are unable to capture all the relevant aspects of the transient 
crash event. Truly non-linear explicit methods have been applied using 
heuristic methods leading to innovative and useful conceptual designs 
[21-27]. Some of the main developments have been achieved by the 
hybrid cellular automaton (HCA) method proposed by the corresponding 
author and collaborators [24-27]. The premise of the method is that 
high-energy absorbing structures can be synthesized by uniformly 
distributing the internal energy density in a voxel-based discretized 
design domain.  

Recently, our research group has proposed the use of HCA topometry 
(thickness distribution) methods for compliant, plastically deformable 
structures to support the generation of conceptual design for 
progressively folding thin-walled components including S-rails [28]. 
This method follows the design principles of compliant mechanisms 
and their ability to transfer force and displacement from a given input 
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to a desired output port [29]. The conceptual thickness distribution, 
usually achieved under one hundred crash simulations, has proven 
useful as benchmark design for progressive folding; however, this 
conceptual design does not depict particularly high specific energy 
absorption and low peak crushing force. 

In this paper, we introduce a new approach in the conceptual design 
generation of thin-walled structures and further multi-objective 
optimization. The proposed conceptual design, based on HCA 
topometry, is obtained with a single crash simulation. Further, data 
clustering is implemented to reduce the dimension of the design 
space and allow structural optimization. Even though data clustering 
is commonly used in data mining and machine learning, our paper 
presents one of the first applications in structural design. Finally, we 
introduce a multi-objective global optimization method based the 
application of genetic algorithms on sequentially updated surrogate 
models. These models are selected based on a study of 24 surrogates. 
The method is demonstrated on the design of S-rail structures. The 
results demonstrate remarkable improvements in all crashworthiness 
indicators. 

The body of the paper is organized in three main sections: conceptual 
design generation, design parameterization, and multi-objective 
optimization. A summary and discussion of the results are presented 
in the final section. 

Conceptual Design  

Thin-walled S-rail structures are the central components of vehicle’s 
progressive crushing zones and absorb the highest amount of the 
kinetic energy during a frontal or rear collision. Various 
investigations on S-rail structures have addressed the effect of 
triggering mechanisms through changes in the cross section [30, 31]. 
Typically, the design objective is to find a feasible geometry capable 
of sustaining high specific energy absorption through the structure’s 
progressive folding.  

Our work addresses the thin-walled structural design problem in two 
stages: conceptual design generation and structural optimization. The 
conceptual design generation, summarized in this section, consists on 
finding the thickness distribution that maximizes the displacement of 
a trigger (output port) for the crash load condition (input port). This 
problem, which corresponds to the one of a compliant mechanism, 
has been previously introduced by our group [27-29] and is 
summarized here. One outstanding difference between our previous 
contributions and this work is the reduction in the number of 
iterations from about one hundred to only one. 

Problem statement 

The design of a compliant mechanism using topometry optimization 
finds the thickness distribution that maximizes the displacement at 
the output port [32] or the mutual potential energy [33] subjected to 
an equality mass constraint. For a thin-walled S-rail structure as 
shown in Figure 1, the input ports are prescribed at the contact nodes 
with a rigid wall. The output ports correspond to the desired buckling 
trigger locations. Such locations may be prescribed according to the 
designer’s criterion. However, they are naturally assigned by the 
wavelength 𝜆 of the progressive buckling corresponding to an ideal 
axial crushing condition.  

For a given input, the compliant mechanism design objective is to 
maximize the output displacement 𝑑#$% . Assuming a fictitious or 

dummy unit-force vector 𝐅' applied at the output ports—in the same 
direction of the desired displacement, 𝑑#$% can be expressed as: 
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where 𝐔 is the displacement vector corresponding to the input load 
and the term 𝐅')𝐔 is referred to as Mutual Potential Energy (MPE). 
For a discrete finite element model, MPE can be expressed as the 
sum of element quantities, i.e., 

 MPE = Fd
TU = σ di

T ε i
i=1

n

∑ ,   (2) 

where 𝝈' is the stress field produced by the dummy load and	𝜺 is the 
strain field due to the input load, and 𝑛  is the total number of 
elements used to discretize the structure. Thus, the topometry 
optimization problem for compliant mechanism design can be 
expressed to as 
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where 𝐱 is the vector of design variables (i.e., element thickness), 𝜌0 
is the element material density, 𝐴0is the element area, m is the target 
mass, and xi and xi  are the lower an upper limits with values 
6×1067 m and 6×1068 m, respectively.  

Design algorithm 

In this work, the Hybrid Cellular Automaton (HCA) algorithm [34] is 
used to solve the optimization problem in Eq. (3). The HCA 
algorithm uses a control strategy to find or approximate the 
problem’s optimality conditions [1, 35]. The problem’s optimality 
conditions are  
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Figure 1. Locations of input and output ports for a thin-walled S-Tube 
following the wavelength 𝜆 corresponding to the progressive buckling after an 
ideal axial crushing condition. 
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where 

𝜕ℎ 𝒙
𝜕𝑥0

= 𝜌0𝐴0 

and 𝜇  is the Lagrange multiplier associated with the equality 
constraint. The expression for the sensitivity of the objective function 
𝑓 𝐱  depends on the interpolation function used to determine the 
material properties of intermediate materials ( 𝑥0 < 𝑥0∗ < 𝑥0 ). For 
example, the Solid Isotropic Material with Penalization (SIMP) 
interpolation defines the stiffness matrix of intermediate materials as 

𝐊0 = 𝐸0𝐊0𝟏 = 𝐸0 + 𝑥0
J 𝐸K − 𝐸0 𝐊0𝟏, 

where 𝐊0𝟏 is the element stiffness matrix with unit Young’s modulus 
(𝐸0 = 1), 𝐸K is the Young’s modulus of the base material, 𝐸0  is the 
minimum allowed value (e.g., 𝐸0 = 𝐸K×106N ), and 𝑝  is the 
penalization power. In this case, the sensitivity of the objective 
function 𝑓 𝐱  is given by 

𝜕𝑓 𝐱
𝜕𝑥0

= −𝑝𝑥0
J6P 𝐸K − 𝐸0 𝐔'0Q 𝐊0𝟏𝐔0 = −𝑝𝑥0

J6P 𝐸K − 𝐸0 MPE0. 

The optimality condition is obtained when the error between a 
mechanical stimulus and a set point is minimized (Figure 2). 
Defining the mechanical stimulus as MPE0, the set point is defined by 

𝑠𝑝0 = −𝜇
𝜌0𝐴0

𝑝𝑥0
J6P 𝐸K − 𝐸0

, 

and the error 𝑒0 is given by 

𝑒0 = −𝑀𝑃𝐸0 − 𝑠𝑝0. 

The value of 𝜇 is unknown but it can be found using a root finding 
algorithm for ℎ 𝐱, 𝜇 = 0, which ensures a feasible solution in every 
iteration [35]. The HCA iterative scheme is       

 x[\]P = min max x[, x[\ + Δx[\ , x[  (4) 
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The constants 𝜅P , 𝜅c , and 𝜅8  are derived from a Proportional-
Integral-Derivative (PID) controller [1]. In our previous studies, the 
iterative scheme in Eq. (4) was used until no possible change in 
thickness was possible [28]. In this study, we apply a novel one 
iteration approach, which means our conceptual design is achieved by 

only one optimization iteration. The reasons why we only use one 
iteration instead of potentially hundreds of iterations are: (1) a 
reasonable conceptual design may be generated in one iteration, and 
(2) from past numerical studies, the result from one iteration has 
high-energy deformation mode - progressive folding. 

Crashworthiness indicators 

In order to evaluate a structure’s crashworthiness, it is necessary to 
define measurable crashworthiness indicators. Commonly 
crashworthiness indicators include: internal energy, specific energy 
absorption, peak crushing force, and crash load efficiency. 
Considering the inelastic collision of a stationary mass 𝑀  (barrier) 
and a moving mass 𝑚 (thin-walled tubular component) traveling with 
a velocity 𝑣K , where  M ≫ m . If the moving object comes to rest 
within a total crushing distance Δ ≤ Δmax , where Δmax  is the 
maximum crushing displacement after which no additional folds, 
then the initial kinetic energy is absorbed by the crushed thin-walled 
structure in the form of internal energy 𝑈. This is 

 U Δ( ) =
0

Δ

∫ P δ( )dδ = PmΔ = 1
2
mv0

2 ,   (6) 

where P δ( )  is the crushing force, δ  is the displacement, Pm  is the 

mean crushing force, and Δ  is the maximum crushing distance is 
known under a general crushing mode, which is the case for finite 
element analysis, the mean crushing force is 

 Pm =
U Δ( )
Δ

.   (7) 

The specific energy absorption Ua  is energy absorbed per unit mass 
of the structure, that is 

 Ua Δ( ) = U Δ( )
ρV

,   (8) 

where V  is the volume of the structure. The peak crushing force of 
the structure corresponds to 

 Pmax = maxP δ( ).   (9) 

Finally, the crash load efficiency is defined as the ratio of mean and 
peak crushing force, that is 
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Figure 2. HCA algorithm described as a feedback control system operating in 
every discrete element comprising the design domain [1]. 
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 Ecl =
Pm
Pmax

,   (10) 

which would ideally be driven to one by tailoring the shape and 
thickness of the thin-walled component (Figure 3). 

Numerical results 

The initial design of the problem (Figure 1) is a thickness uniformly 
distributed tube that satisfies the mass constraint, as shown on the left 
of Figure 4. The crash simulation at a certain time instance is shown 
on the right. From the simulation, two mechanical hinges exist on the 
S-shape. Figure 5 indicates the conceptual design obtained from 
maximizing MPE. The crash simulation of conceptual design 
indicates that, at the same time instance, structure is always 
progressively folded at the near to impact end and without any 
mechanical hinge. Table 1 shows the comparison of crashworthiness 
performance between the initial and conceptual (1-ITER) design. 
Notably, both structures have 𝛥 = 0.5  m and 𝑚 = 9.25  kg. In 
comparison to the initial design, the conceptual design shows 5.38% 
peak crushing force reduction, 13.15% specific energy absorption 
increments, and 17.95% crush load efficiency increment. 

 

  

Figure 4. Initial design and its crash simulation. 

 
 

 
Figure 5. Conceptual design and its crash simulation. 

 
Table 1. Initial and 1-ITER crashworthiness measurements. 

 U kJ( )  Pm kN( )  Pmax kN( )  Ua kJ / kg( )  Ecl  
Initial 26.70 53.40 138.38 2.89 0.39 

1-ITER 30.35 60.70 130.93 3.27 0.46 
 

Design Parameterization 

The conceptual design is generated using over four thousand design 
variables. It is impractical to utilize general optimization schemes 
with such a high number of design variables. To overcome this 
problem, one major task of this investigation is to reduce the 
dimension of design space. Besides, the reduced number of design 
variables increases the manufacturability of the optimized design. In 
this work, we propose for the first time the use of unsupervised 
machine learning techniques to reduce the design space 
dimensionality. One promising unsupervised machine learning 
technique is K-means clustering. 

K-means clustering 

K-means, first used by James MacQueen in 1967 [36], remains as 
one of the most popular unsupervised machine learning techniques. 
In this method, given a set of observations 𝐱 ∈ ℝm the algorithm aims 
to partition the 𝑛 observations into 𝐾 sets 𝐒 = 𝑆P, … , 𝑆r  where 𝐾 ≤
𝑛. The objective is to minimize the within-cluster sum of squares 
defined as 

 

 

find µ ∈!K

minimize J(µ) = xi − µk
2

xi∈Sk
∑

k=1

K

∑ ,   (11) 

where µk  is the mean of points in Sk . Commonly, an iterative 
refinement algorithm is used to perform K-means clustering [37].  
The procedure of classifying data follows some simple steps as 
shown in Algorithm 1. 

Algorithm 1. Iterative K-means clustering algorithm 

 
 1  Randomly initialize K cluster centroids  µ1, µ2 ,…, µk  
 2  while stopping criterion has not been met 
 3      for k←1 to K  
 4          Sk ← {}   
 5      for i←1 to n  

 6          j← argmin j ' xi − µ j '

2
  

 7          Sj ← Sj ∪ xi{ }      reassignment of observation( )   

 8      for k←1 to K  

Figure 3. Axial crushing force-displacement curve of a typical thin-wall 
tubular structure. 
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 9          µk ←
1
Sk

xixi∈Sk
∑ recomputation of centroid( )   

10  return  µ1, µ2 ,…, µK{ }   

 

The K-means clustering result is heavily dependent on the initial 
cluster centers (the first step in Algorithm 1), which is neither always 
global optimum nor repeatable. To increase the chance of K-means 
algorithm converging to the global minima, multiple restarts 
(typically 50-1000 times) can be used and clustering that gave lowest 
cost Eq. (11) can be picked. However this method is inefficient. As 
an alternative to the standard heuristic K-means algorithm, this 
investigation incorporates Ckmeans.1d.dp. Ckmeans.1d.dp is a R 
package that implements a dynamic programming algorithm to 
perform optimal one-dimensional K-means clustering [38]. It 
guarantees optimality and repeatability [39]. 

Optimal K value 

In K-means, the number 𝐾 represents the number of means (clusters) 
one wants to partition for a set of observations. The choice of optimal 
𝐾 value is always ambiguous, especially for not well-separated data 
sets. To enhance manufacturability as well as effective use of 
surrogate models later, the optimal 𝐾 value in this study is selected in 
the range of 2 and 20. 

Using image-processing principles and assuming that the data is 
grouped into 𝐾 clusters, the K-means performance can be evaluated 
using the Silhouette function 𝑆𝑖𝑙ℎ(𝑖) defined as 

 Silh i( ) =
b i( )− a i( )

max a i( ), b i( ){ }
,   (12) 

where 𝑎 𝑖  is the average distance from the 𝑖-th observation to the 
other observations in the same cluster, 𝑑(𝑖) is he average distance 
from the 𝑖-th observation to the other observations in a difference 
cluster, and 𝑏 𝑖 = min 𝑑(𝑖). The average Silhouette width provides 
an evaluation of clustering validity. Notably, −1 ≤ 𝑆𝑖𝑙ℎ 𝑖 ≤ 1. If 
𝑆𝑖𝑙ℎ 𝑖  is close to 1, then the data at point 𝑖 is an appropriate cluster. 
If 𝑆𝑖𝑙ℎ(𝑖)  is close to −1 , then the data at point 𝑖  is misclassified. 
Finally, if 𝑆𝑖𝑙ℎ 𝑖  is close to 0 , then the data at point 𝑖  is on the 
boundary of two natural clusters. Figure 6 illustrates the mean 
Silhouette values with different numbers of clusters K used to 
partition our conceptual design. The one with highest Silhouette 
value indicates the optimal 𝐾  value. Therefore, by using the 
Silhouette method, the optimal 𝐾 value is found to be 7. 

 
Figure 6. The average Silhouette width of different cluster number. 

The effectiveness of the clustering process through K-means is 
evaluated through crashworthiness indicators. The comparisons of the 
crashworthiness between the conceptual design (1 ITER) and the 
parameterized designs are shown in Table 2. In these results, all 
structures have the same mass 𝑚 = 9.25 kg and the same maximum 
crushing distance 𝛥 = 0.5 m. In comparison to the conceptual design 
(1 ITER), the crashworthiness of the parameterized design K7 has 
4.59% and 6.52% lower specific energy absorption as well as crush 
load efficiency, respectively. Therefore, this is not a good initial 
design for later optimization purposes.  

To find the optimal K value for our downstream purpose, the 
conceptual design is converted into a total of 19 initial designs with 
different K values (from 2 to 20). Figure 7 shows the differences of 
specific energy absorption (𝛿𝑈z ) and crush load efficiency (𝛿𝐸{| ) 
along with the cluster number.  

Table 2 Conceptual and parameterized designs crashworthiness measurements 

 U kJ( )  Pm kN( )  Pmax kN( )  Ua kJ / kg( )  Ecl  
1 ITER 30.35 60.70 130.93 3.27 0.46 

K2 33.48 66.97 144.22 3.61 0.46 
K3 17.45 34.90 93.03 1.88 0.38 
K4 26.75 53.50 142.32 2.89 0.38 
K5 27.16 54.32 140.12 2.93 0.39 
K6 30.23 60.46 143.29 3.27 0.42 
K7 28.92 57.84 134.68 3.12 0.43 
K8 28.71 57.41 150.34 3.10 0.38 
K9 27.65 55.30 134.22 2.99 0.41 

K10 31.53 63.06 131.96 3.41 0.48 
K11 30.82 61.63 125.55 3.33 0.49 
K12 31.65 63.30 122.45 3.42 0.52 
K13 30.97 61.93 122.94 3.35 0.50 
K14 26.69 53.39 143.02 2.88 0.37 
K15 28.48 56.96 140.24 3.08 0.41 
K16 28.29 56.58 137.05 3.06 0.41 
K17 28.01 56.02 137.98 3.03 0.41 
K18 31.65 63.30 143.06 3.42 0.44 
K19 31.78 63.56 132.65 3.43 0.48 
K20 30.92 61.84 128.76 3.34 0.48 

 

 



Page 6 of 13  

  

The differences are calculated using the following formula: 

 
 
δ i Kk =

i 1-ITER − i Kk

i 1-ITER

,   (13) 

where  i =Ua  or Ecl ,  and k = 2,  3,  …,  20.  The figure indicates that 
structure crashworthiness performances do not increase 
monotonically with the cluster number K. Among all the 19 initial 
designs, progressive folding disappears only on K2. Therefore, K2 
should not be considered. Figure 8 plots the Pareto Front of SEA, 
Ecl , and K. In the figure, the ball indicates the non-dominated 

designs of SEA and Ecl , and the tetrahedron indicates the dominated 
designs. The optimal K value is selected from the Pareto Front of 
SEA and Ecl  with the smallest number of K, i.e., 𝐾 = 11. 

 
Figure 8. Pareto front of SEA, Ecl and K. 

By selecting the proper value of K, the conceptual design is 
partitioned correspondingly. Figure 9 gives the initial 4000+ design 
variables that have been naturally broken into 11 groups using K-
means. 

 
Figure 9. Example of K-means clustering that naturally separates a data set 
into 11 clusters. The horizontal axis is the index number of each point in x. 
The 11 clusters are indicated using colored circles. The horizontal lines 
represent the means of each cluster. 

Multi-objective Optimization 

From the previous step, the conceptual design has been clustered into 
11 groups. The parametric optimization in this final step is to finding 
the thickness values that maximize crashworthiness indicators. 
Optimization problem formulations have traditionally included 
design objectives such as energy absorption [40], specific energy 
absorption and absorbed energy ratio [41], peak crushing force and 
specific energy absorption [42]. Let use consider all these objectives 
in a single multi-objective formulation. 

Problem formulation 

To find the optimal cluster thicknesses, multi-objective optimization 
formula is used in this investigation. Initially, the objectives are 
chosen as maximize specific energy absorption and crush load 
efficiency, which are the same metric used to determine the optimal 
K value. Eqs. (6)-(10) indicate that crush load efficiency is 
proportional to the ratio of specific energy absorption and peak 
crushing force. Therefore, instead of maximizing two dependent 
objectives, we proposed a multi-objective problem with two 
independent, conflict objectives: maximizes specific energy 
absorption and minimizes peak crushing force. The optimization 
problem is defined as 

 

 

find µ ∈!K K = 11( )
maximize Ua µ( )
minimize Pmax µ( )
subject to µk ≤ µk ≤ µk , k = 1,…, K ,

  (14) 

where 𝑈z  is the specific energy absorption as defined in Eq. (8). 
𝑃}~�	is the peak crushing force as defined in Eq. (9). µk and µk are 

the lower an upper thickness limits with values 6×1067  m and 
6×1068 m, respectively. The proposed multi-objective programming 
problem in Eq. (14) is solved by sequentially updating surrogate 
models. A flow chart of the proposed algorithm is shown in Figure 
10, including sampling (design of experiments), crash simulation, fit 

Figure 7. Differences in specific energy absorption and crush load efficiency 
between the conceptual design and the  K-means clustered designs. 
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surrogates, etc. Some key steps of the algorithm are described in the 
following. 

 
Figure 10. Sequential surrogates-based optimization algorithm. 

Design of experiments 

Design of experiments is the selection procedure for finding the 
points in the design space that must be analyzed. Many strategies can 
be used to sample the design points [43], e.g., the factorial, D-
optimal, and Latin hypercube designs. This investigation utilizes 
Latin hypercube designs to sample the design points because they 
generate a set of samples that more precisely reflect the shape of a 
sampled distribution than pure random samples. These Latin 
hypercube designs are created by the MATLAB built-in function 
lhsdesign. 

Surrogates 

To reduce the computational cost of crashworthiness design 
problems, surrogate model – also called metamodel - methodologies 
have been often employed to replace the actual simulation models 
[44]. As a result of advances in computer throughput, researchers 
have incorporated multiple sophisticated and expensive metamodels 
[45-47]. However, the performances of surrogate models may vary 
from problem to problem, and the selection of surrogate models 
usually based on designers’ experiences. This section provides the 

surrogates selecting procedure that implemented in this investigation.  

Basic surrogates and derived surrogates 

To find the best surrogate models suitable for our particular problem, 
this investigation studied three typical surrogate models, namely, 
Polynomial Response Surface (PRS) [43, 48], Radial Basis Function 
(RBF) [49-52], and Kriging (KRG) [53-55] as well as their different 
instances. Table A1 in the Appendix gives the details about the 24 
different basic surrogates used during this investigation.  

Performance metrics 

To assess the surrogate performance, use of the sampling points may 
not be appropriate. Especially because RBF and KRG are 
interpolations, which means the surrogates can go through the 
sampling points themselves, making the tested values at the sampling 
points meaningless. Further, adding additional validation points 
requires more expensive crash simulations. For this reason, for 
comparing surrogates based on the data only at the p points of the 
Design of Experiments (DOE), we use cross-validation errors [56]. A 
cross-validation error is the error at a sampling point when we fit the 
surrogate with all the other p −1 points except that point. When we fit 
the surrogate with this leave-one-out strategy, we obtain the vector of 
cross-validation error, eXV . This vector is also referred to as 
PREdiction Sum of Squares (PRESS) vector. Figure 11 illustrates 
computation of the cross validation errors for a Kriging surrogate. 

The square root of the PRESS value is the estimator of the root mean 
square error, eRMS [56]: 

 PRESSRMS =
1
p
exv

Texv ,   (15) 

and 

 eRMS =
1
V
∫D ŷ x( )− y x( )( )2 dx ,   (16) 

where V is the volume of the design domain D , y x( )  and ŷ x( ) are 
the actual simulation and the surrogate prediction at the point x , 
respectively. Since the PRESSRMS is an estimator of the eRMS , one 
possible way of using multiple surrogates is to select the model with 
the smallest PRESSRMS value. 

Selection based on PRESSRMS 

Tukey boxplot [57] is used to graphically depict the PRESSRMS for 

the 24 surrogates. The PRESSRMS  values for two objectives are 

shown in Figure 12. The smallest PRESSRMS for Specific Energy 
Absorption is 0.51, which is a fairly high value. By definition, 
specific energy absorption is the energy absorption (measured by 
internal energy) per unit mass, and structure mass can be calculated 
directly. Therefore, by evaluating the PRESSRMS for Internal Energy, 
we decide to build a surrogate for internal energy instead of specific 
energy absorption.  

Sampling Simulation Surrogates Optimization 

Conv. Point Selection 

N 

Y 

Update 

End 

Figure 11. Cross validation error at the second sampled point 𝑒��c , 
exemplified by fitting the function 𝑦(𝑥) = (6𝑥 − 2)c sin�2(6𝑥 − 2)� with 
a Kriging model for 𝑥 = [0.0,0.2,0.5,0.68,1.0]Q data points [2]. 
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The surrogates (Table A1) that are selected based on PRESSRMS  
value are: (14) krg-poly2-exp for internal energy, and (15) krg-poly2-
gauss for peak crushing force. 

Optimization and synthesis 

The multi-objective genetic algorithm serves as the global optimizer 
in this investigation. After optimum search, the Pareto front of –𝑈z 
and 𝑃}~�  is generated. Figure 13 presents the non-dominated 
solutions about two conflict objectives of intermediate iteration. 
Among those non-dominated solutions, three points are selected for 
the update of the surrogate models: (i) the point whose 𝑈z  is the 
largest, (ii) the point whose 𝑃}~� is the smallest, and (iii) the point 
whose normalized distance to utopia point is the smallest. 

 
Figure 13. Illustration of point selection from Pareto front 

Convergence criteria 

Crash simulations of three newly selected designs are performed. The 
surrogate accuracy is calculated based on the following difference 
measure: 

 %difference = 100 ×
y x( )− ŷ x( )
y x( ) .   (17) 

If the maximum of the vector %difference  is within a relatively 
small number (= 1% in our study) , we conclude that the surrogate 
models are accurate enough, then the program end. Otherwise, we 
add the selected design to the sampling point set and reconstruct the 
surrogate models. 

Numerical results 

As expected, the Pareto-optimal set of the multi-objective 
programming problem in Eq. (14) dominates the initial conceptual 
design (1-ITER), which confirms the effectiveness of the proposed 
design strategy (Figure 14). Notably, both structures (1-ITER and 
K11) have been tested with the same maximum crushing distance 
𝛥 = 0.5 m. With a 99% reduction in the number of design variables 
and a 12.21% increment in mass, the Pareto-optimal solution (K11*) 

depicts better crashworthiness performance with 8.26% specific 
energy increment, 11.72% peak crushing force reduction, and 39.13% 
crush load efficiency increment (Table 3).  

 

Table 3. Comparison of conceptual design (1-ITER) and parametric optimal 
design (K11). 

 m kg( )   U kJ( )  Pm kN( )  Pmax kN( )
 

Ua kJ / kg( )
 

Ecl  
1-ITER   9.25 30.35 60.70 130.93 3.27 0.46 
K11* 10.38 36.75 73.50 115.58 3.54 0.64 

 

 

Summary and Discussion 

This work introduces a new design algorithm for thin-walled 
crashworthy structures. The proposed design algorithm consists of 
three stages: conceptual thickness distribution, design 
parameterization, and multi-objective design optimization. With 

Figure 12. Boxplot of the and 24 surrogates. 

Figure 14. Pareto-optimal set of designed crashworthy thin-walled structure. 
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respect to the conceptual thickness distribution stage, most available 
publications aim to test geometries that promote progressive folding 
in thin-walled structures; in contrast, our work addresses the more 
fundamental problem consisting on the automatic generation of such 
geometries. The conceptual thickness distribution stage relies on our 
previous publications on the use of topology and topometry methods 
to design compliant, plastically deformable structures [27-29]. With 
respect to our previous work, the algorithm presented in this paper 
allows a significant reduction in the number of iterations: from 
potentially hundreds to only one. The resulting conceptual design 
depicts progressive folding and improves all crashworthiness 
measures with respect to the initial, uniform-thickness design. 

During the design parameterization stage, the conceptual design is 
optimally segmented using the unsupervised machine learning 
technique K-means.  The use of K-means allows reduction of the 
dimension of the design space from thousands to tens. Once the 
conceptual design is parameterized, the final structure is synthesized 
in the multi-objective design optimization stage. The proposed 
parametric optimization problem aims to find the cluster thickness 
values that maximize the specific energy absorption and minimize the 
peak crushing force. Due to the numerical cost of the simulation, the 
proposed optimization problem is solved with the use of surrogate 
models. The best surrogate model for each objective function is 
found within a set of surrogates according to the smallest prediction 
sum of squares error. The result of the sequential surrogates-based 
multi-objective programming problem is a set of Pareto optimal 
solutions that dominate the conceptual design with at least 99% fewer 
design variables. 

Due to the limited number of thicknesses, this approach allows to 
synthesizing manufacturable thin-wall S-rail designs. However, one 
limitation is the inability to quantify progressive folding, which 
prevents from finding fully progressive folding structures. While all 
crashworthiness measures can be improved, the conceptual design is 
still superior to the optimized design with respect to progressive 
folding. Current research efforts aim to establish a progressive 
folding measure that to be incorporated in the multi-objective 
optimization algorithm. 
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Abbreviations 
 

DOE Design of Experiments 

ESL Equivalent Static Loads 

HCA Hybrid Cellular Automata 

KRG Kriging 

MPE Mutual Potential Energy 

PCF Peak Crushing Force 

PID Proportional-Integral-
Derivative 

PRESS PREdiction Sum of Squares 

PRS Polynomial Response 
Surface 

RBF Radial Basis Function 

SEA Specific Energy Absorption 

SIMP Solid Isotropic Material with 
Penalization 
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Appendix 

Table A1. Setup for the set of used surrogates 

Surrogates Fitting function  Approximation / Correlation Kernel 

Kriging (approximation-correlation)   

(1) krg-poly0-cubic 

 

 
(2) krg-poly0-exp  

(3) krg-poly0-gauss 

 

(4) krg-poly0-lin 

(5) krg-poly0-spherical 

(6) krg-poly0-spline 

(7) krg-poly1-cubic 

 (8) krg-poly1-exp 

(9) krg-poly1-gauss 

 (10) krg-poly1-lin 

(11) krg-poly1-spherical 
 (12) krg-poly1-spline 

(13) krg-poly2-cubic 

 (14) krg-poly2-exp 

(15) krg-poly2-gauss 

 (16) krg-poly2-lin 

(17) krg-poly2-spherical 

 

(18) krg-poly2-spline 

Polynomial Response Surface   

(19) prs-poly1 
 

 

N/A 

(20) prs-poly2 
 N/A 

Radial Basis Function   

(21) rbf-MQ 

 

 

(22) rbf-IMQ 
 

(23) rbf-TPS  

(24) rbf-G  

The DACE[55], SURROGATES[58], and RBF[59] toolboxes were used to run the Kriging, polynomial response surface, radial basis function, respectively. 
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