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Abstract

Purpose—Digitally reconstructed radiographs (DRRs) are routinely used as an a priori reference 

for setup correction in radiotherapy. The spatial resolution of DRRs may be improved to reduce 

setup error in fractionated radiotherapy treatment protocols. The influence of finer CT slice 

thickness reconstruction (STR) and resultant increased resolution DRRs on physician setup 

accuracy was prospectively evaluated.

Methods—Four head and neck patient CT-simulation images were acquired and used to create 

DRR cohorts by varying STRs at 0.5, 1, 2, 2.5, and 3 mm. DRRs were displaced relative to a fixed 

isocenter using 0–5 mm random shifts in the three cardinal axes. Physician observers reviewed 

DRRs of varying STRs and displacements and then aligned reference and test DRRs replicating 

daily KV imaging workflow. A total of 1,064 images were reviewed by four blinded physicians. 

Observer errors were analyzed using nonparametric statistics (Friedman’s test) to determine 

whether STR cohorts had detectably different displacement profiles. Post hoc bootstrap 

resampling was applied to evaluate potential generalizability.

Results—The observer-based trial revealed a statistically significant difference between cohort 

means for observer displacement vector error (p = 0.02) and for Z-axis (p < 0.01). Bootstrap 

analysis suggests a 15% gain in isocenter translational setup error with reduction of STR from 3 

mm to ≤2 mm, though interobserver variance was a larger feature than STR-associated 

measurement variance.

Conclusions—Higher resolution DRRs generated using finer CT scan STR resulted in improved 

observer performance at shift detection and could decrease operator-dependent geometric error. 

Ideally, CT STRs ≤2 mm should be utilized for DRR generation in the head and break neck.
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Introduction

In the era of intensity modulated radiotherapy, sharp dosimetric gradients provide an avenue 

for dose reduction to adjacent non-target organs at risk while maintaining tumoricidal doses 

to clinical target volumes (CTVs). However, these sharp gradients raise the potential for 

geometric miss of viable tumor cells should insufficient appreciation of potential setup error 

lead to suboptimal planning target volume (PTV) margination [1]. Image-guided 

radiotherapy (IGRT) provides a mechanism to reduce PTV margins by assuring reliable 

mitigation of setup error [2]. Nonetheless, despite widespread implementation [3], quality 

assurance/quality improvement assessments of image-guidance systems may often be 

overlooked [4]. As distinct IGRT systems may provide distinct data distributions with regard 

to setup error [5], aggressive efforts at optimizing not only image acquisitions, but also 

optimizing human performance in radiotherapy tasks is a critical consideration [6].

Specifically, kilovoltage orthogonal X-rays are frequently utilized for operator-determined 

assessment of setup shift for head and neck radiotherapy [7]. The typical system utilizes 

digital reconstructed radiographs (DRRs) derived from helical computed tomography (CT) 

as a reference “gold-standard” (Fig. 1). However, while considerable efforts have been made 

to evaluate kilovoltage portal imaging [8–10], few reports address the fact that the reference 

DRR image must likewise be optimized [11] (Fig. 2). Conceivably, if image quality of 

“gold-standard” reference could be improved, portal radiography might be potentially 

improved.

Observing, subjectively, that more finely reconstructed DRRs appeared clearer, and bony 

landmarks appeared subjectively more identifiable, we sought to determine, in a prospective 

study, the relative potential benefit of high-resolution DRRs as an input for kilovoltage 

portal imaging using human performance assessment with the aim of optimizing DRR input 

quality.

To this end, we undertook the following specific aims:

1. Evaluation of the relative difference in human performance associated with DRR 

resolution for manual alignment assessment using a known rigid translation as a 

comparator

2. Identification of the optimal level of reconstruction resolution in head and neck for 

institutional use

Methods and materials

Our project received IRB approval and complied with all HIPAA requirements. A series of 

four patient CT simulations were performed using (AcqSim, Koninklijke Philips Electronics 

NV, Eindhoven, NL) using (Phillips Brilliance 64 slice CT settings: 120 kVp, matrix size 

512 × 512 with 35 cm field of view, tube current 297 mA, helical acquisition). All patients 

had T1-2 N2b supraglottic or tonsillar cancers. We used the minimum manufacturer 

supplied nominal STR reconstruction, which was 0.5 mm. DRR calculation grid size was 

performed with a 512 × 512 matrix, 8-bit pixel depth, using a ray casting algorithm. The CT 

scan was subsequently reconstructed with the following axial slice thickness reconstruction 
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(STR): 0.5, 1, 2, 2.5, and 3 mm, and anonymized. Anonymized files were imported into a 

commercial treatment planning system (Pinnacle v8, Koninklijke Philips Electronics NV, 

Eindhoven, NL), an isocenter defined, and “reference” DRRs created for anteroposterior and 

lateral projections. Test DRRs were manually translated with random shifts in the X, Y, and 

Z directions relative to the isocenter, with fixed magnitudes ranging between 0–5 mm. 

Reference DRR images were created from the same CT images using the 3 mm slice 

thickness to eliminate other variables interfering with the study hypothesis.

Reference DRRs and test DRRs were loaded into a commercial record and verify system 

(RV) system (Mosaiq, Elekta AB, Stockholm, SE), and the IGRT modules were used to 

display the images side by side (Fig. 2). Four (4) radiation oncologists observers consisting 

of attendings and residents who regularly review DRR images as part of their practice, 

blinded as to the X/Y/Z translations, were allowed to visually inspect and recommend fixed 

X/Y/Z alignments for each paired STR DRR projection set in 1 mm increments. All relevant 

reviewing parameters (filter, window and level, graticule, annotation, etc.) were set as per 

institutional standard and adjusted per observer preference. Observers were not allowed to 

use any automated tools as this would invalidate the test of STR on human performance. 

Users were asked to view no more than ten paired (i.e., anteroposterior/lateral) projection 

sets at a sitting to prevent fatigue. The design sought to emulate the current practice 

workflow where physicians review KV IGRT images prior to the next days treatment. As we 

sought to isolate the impact of a single index variable (image STR) on observer performance 

in a setting approximating normal physician workflow, the current analysis did not account 

for unidentified covariates (e.g., monitor calibration, physician reported fatigue, number of 

non-protocol images aligned daily, physician experience level). Our data contained repeated 

(i.e., at least five replicate) assessments of identical “repeat” offset images, with images 

shown in random order to physicians.

Statistical analysis was powered to detect a vector displacement difference between slice 

thickness reconstruction cohort using parametric statistics (e.g., ANOVA, t test); however, 

non-normally distributed data necessitated use of nonparametric statistics. Pre-experimental 

power and sample size calculations were powered to detect a vector displacement difference 

between slice thickness reconstruction cohorts for X/Y/Z vector displacement, assuming an α 

= 0.05, exploratory 1 − β = 0.8, with 50 repeated images evaluated by each observer in five 

reconstruction groups (i.e., 250 images total), in order to reliably detect a small effect size 

(Cohen’s d = 0.2). In the absence of any extant data regarding interobserver kV X-ray 

interobserver variability, we estimated effect size based on the method described by Cohen 

[12], who denoted effect sizes with Cohen’s d (i.e., maximum difference in categorical 

means divided by the pooled standard deviation of measures) “small, d = 0.2,” “medium, d = 

0.5,” and “large, d = 0.8.” Experimental sample size estimation was performed using 

G*Power 3 software [13] (http://www.psycho.uni-duesseldorf.de/abteilungen/aap/gpower3). 

Since nonparametric equivalent tests (e.g., Friedman’s test for ANOVA, Wilcoxon for t 

tests) were used after study completion, based on observed non-normality of distributions by 

the Shapiro–Wilks test [14], post-experimental confirmation of effect sizes was performed 

using the nonparametric test with the same software, with a minimum asymptotic relative 

effectiveness specification of 0.864 compared to the equivalent parametric test [15].
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Comparison of potential improvement in setup error reduction was evaluated using 

Friedman’s test [16] (the nonparametric equivalent to a matched pair ANOVA) to determine 

whether a differential in distribution could be observed between STR cohorts. If Friedman’s 

test was statistically significant, serial matched pair Wilcoxon tests [17] were performed to 

further differentiate STR rank-order differences. Equality of variance was tested using the 

Brown–Forsythe test [18], as it is comparatively impervious to deviations from the normal 

distribution [19]. Interobserver effects were similarly investigated using the Wilcoxon rank 

sum test, stratifying by observer.

In order to estimate robust effect size of potential three-dimensional observer error 

attributable to STR with sufficient granularity, as well as to assess the proportional variance 

contribution from interobserver error through variance component estimation, a post hoc 

bootstrap resampling with 10,000 replicates per STR cohort (e.g., 0.5, 1, 2, 2.5, and 3 mm 

STR) was performed using the initial 1,064 images and stratified by observer. The resultant 

50,000 distributions, with stratification variables (observer, STR), were assessed though 

means testing using Tukey’s HSD evaluation to compare differences between cohorts.

Post hoc variance component estimation was performed on the resampled population as a 

crossed variable linear mixed effect model, using restricted maximum likelihood (REML) 

methodology, specifying observer and STR as both independent and interacting variables, as 

per Reece [20].

Statistical assessment was performed using JMP 11Pro (SAS Institute, Cary, NC, USA), 

SPSS 19.0 (IBM SPSS Statistics, Armon, NY, USA), and StataMP 13.1 (Stata Corp., 

College Station, TX, USA).

Results

A total of 1,064 images were reviewed by four users, consisting of 266 distinct paired DRR 

image sets. Mean±SD observer error (i.e., the absolute magnitude difference in mm between 

the known shift and the observer suggested shift) for all users for each reconstruction 

thickness is reported in Table 1 and graphically in Fig. 3. Freidman’s test revealed a 

statistically significant omnibus distributional difference between STR cohorts for total 

X/Y/Z vector displacement error (p = 0.02), and for Z-axis (p =0.02, X-axis (p = 0.065), and 

Y -axis (0.153) (Table 1).

Post hoc experimental power analysis for Freidman’s test for 3D observer error (X/Y/Z 

vector) was performed given 1,064 image sets, observed within group dispersion (σ) of 0.74 

mm, and observed between group dispersion (δ) of 0.08 mm. Consequently, our protocol 

achieved a power (1 − β) of 0.8, at a p value threshold (α) of <0.05, with a calculated 

Cohen’s d = 0.24 (with maximum difference in categorical means of 0.18 mm, and pooled 

standard of 0.75) for the experimental dataset, nearly approximating our pre-experimental 

power–sample estimates (Table 2).

Wilcoxon rank sum assessment revealed that differences were most pronounced for 

comparisons between ≥2.5 mm and 0.5–1.0-mm STR cohorts in the X/Y/Z vector and Z-axis 

within the experimental dataset, suggesting minimal differences in observer error between 
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0.5–2.0 mm STR. Brown– Forsythe assessment revealed no difference in error variance 

between X-axis, Y -axis, nor X/Y/Z vector, (p > 0.05); however, observer error variance was 

distinct between STR cohorts for the Z-axis (p = 0.04).

Interobserver analysis of experimental data revealed a statistically significant difference 

between observers (p < 0.01) for all axes and X/Y/Z vector displacement; one observer 

demonstrated a distinct performance profile, with singularly lower mean and higher standard 

deviation compared to other users (Fig. 4).

In order to estimate robust effect size of potential three-dimensional observer error 

attributable to STR granularity, a post hoc bootstrap resampling with 10,000 replicates per 

STR cohort (e.g., 0.5-, 1-, 2-, 2.5-, and 3-mm STR) was performed using the initial 1,064 

images. The subsequent 50,000 distributions were assessed though means testing using 

Tukey’s HSD evaluation to compare between cohorts (Supplemental Figure 1). There was 

no statistically significant bootstrapped three-dimensional observer error mean difference 

between the 0.5-mm, 1-mm, and 2-mm STR cohorts; however, statistically significant 

differentials were observed when comparing 3-mm and 2.5-mm cohorts to those with STR 

of <2 mm. Bootstrap analysis suggests that the majority of performance gain might be 

realized in reducing STR from 3 to 2 mm and is primarily in the Z-axis (Supplemental 

Figure 2).

Additionally, we sought to ascertain, in our resampled (bootstrapped) population (n = 

50,000), an estimate of the relative variance attributable to observer/STR interactions. 

REML analysis was performed, stratifiying by observer and STR using a crossed variable 

design. REML analysis revealed observer variance of 44% of observed measurement system 

variation, STR variance 7.1%, observer/STR crossed effects at 20.4%, and within-system 

variance of 22.3% (summing to 100% cumulative measurement system variance).

Discussion

The widespread use of IGRT systems belies the fact that, in many cases, the reference DRRs 

are infrequently optimized with regard to image quality. As, when using DRRs as a 

reference set for kilovoltage imaging, the resolution (in lp/mm) of DRRs routinely is less 

than that of a high-quality radiograph [7], and this may be exacerbated by poor physics 

modeling of kVp X-ray physics. In the era of megavoltage portal radiography, then, DRRs 

were not the limiting factor; however, kilovoltage X-ray imaging resolution of bony 

landmarks routinely exceeds that of typical DRRs. Further, while software has shown DRRs 

to be quite geometrically reliable [11], DRR resolution is limited by the voxel size 

reconstruction of the acquired CT [7]. Our data suggest that this limitation may be mitigated 

by finer STR, resulting in detectably improved observer alignment error reduction.

Our data suggest that STR can detectably alter observer performance of DRR bony 

alignment tasks in the head and neck region, with smaller STR resulting in reduced observer 

error (Table 1). Furthermore, a STR of 0.5 mm performed demonstrably better in terms of 

observer error variance reduction (Fig. 3). Consequently, we recommend considering of 

utilization of smaller DRR voxel reconstructions be implemented when utilizing 2D–2D 
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kilovoltage imaging systems. Our data suggest that while interobserver error was least with 

0.5 mm STR (Fig. 3), the use of DRRs in the 0.5–2-mm range resulted in non-significant 

mean differences in experimental observer error. Consequently, while 0.5 mm was the 

optimal tested STR in this series, conceivably, up to 2 mm, STR could be used with limited 

clinically evident differential in observer performance.

Additionally, our data appear to suggest that improvement in alignment tasks was most 

notable in the Z-axis [craniocaudal; (See Supplemental Figure 2)]. Conceptually, since STR 

results in reduction of Z-axis voxel size, this effect is not unexpected. However, the 

magnitude of Z-axis DRR alignment error reduction suggest that in scenarios where 

craniocaudal alignment (e.g., skull base tumors) is of critical import, finer DRR 

reconstruction may be warranted.

Our data also showed a surprising difference between a single observer’s error distribution, 

and those of the other users. A single observer (designated user 2) showed, perplexingly, 

lower mean error, with a larger standard deviation compared to colleagues (Fig. 4). This 

observation serves as a reminder of the inherent operator dependence of current IGRT 

systems. Furthermore, our data, limited as it was by sampled operator experience (e.g., two 

attending head and neck specialist radiation oncologists with 10 and 8 years of experience, a 

PGY-5 resident, and a PGY-6 fellow), may not necessarily reflect the image–alignment 

capacity of all radiation oncologists, precluding over-generalization of the current 

observations. Conceivably, the use of automated registration algorithms [21] could perform 

with lower variability and potentially, improved error distribution profiles; however, the 

current implementation of automated or semi-automated registration remains a research 

effort rather than a realized reality.

Nonetheless, this protocol represents the first, to our knowledge, prospective systematic 

assessment of human observer alignment task performance improvement by DRR quality 

alteration. Our number of observers (n = 4) was limited; however, our use of paired 

replicates provides statistical robustness. In an effort to characterize “best- case” 

performance of DRR alignment, we opted to use a known translated DRR as a comparator; 

“real-life” operator performance on DRR kV X-ray matching could be different. For 

example, our data fail to account for bony articular motion, or the fact that setup error in 

head and neck (even when using bony landmarks) may present differential regional setup 

variation distributions [22], depending on the landmark of interest [23]. By limiting our 

alignments to isocentric offsets, we utilized an artificial manual registration task; likely, the 

true observer error in practice is larger than that reflected in the current report. 

Consequently, consideration of IGRT observer bias is a necessary consideration for IGRT 

platform selection and margination protocols [6].

Admittedly, the relative magnitude of likely observer error reduction (<1 mm) may lead 

some to conclude that more granular STR is of limited interest. However, finer STR 

acquisition requires no additional equipment, no increase in patient dose, and adds neither 

observer (physician) nor physicist effort. Finer STR reconstruction also has relatively few 

negative features in terms of workflow. While there is a small increase in the data storage 

required (minimal relative to modern PACS capabilities), and a minor time increase in the 
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computational digital reconstruction, it is almost axiomatic that, when possible, better image 

quality is preferable clinically. The gain in performance associated with reduced STR from 3 

to ≤2 mm STR, for instance, would improve translational setup localization by 15% 

(supplemental Figure 1) with no significant effort.

In conclusion, our prospective assessment of the role of CT slice thickness reconstruction on 

operator performance for DRR alignment in the head and neck, in an idealized simulation of 

kv IGRT systems utilizing four blinded radiation oncologists, demonstrated reducing slice 

thickness to 0.5–2.0 mm decreased physician error. This reduced error could, conceivably, 

translate into reduced probability of a geometric miss. In situations where the patient 

longitudinal axis is of primary importance, our results suggest using a slice thickness of 0.5 

mm will be optimum. Our data confirm that the reliability of IGRT continues to have 

detectable user dependencies. Finally, these improvements in accuracy entail only minor 

costs in time or resources and can be easily instituted into clinics using 2D–2D KV image 

verification.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Fig. 1. 
Screen capture of typical clinical display of anteroposterior projection DRR (left) and 

kilovoltage X-ray for alignment verification (Mosaiq, Elekta AB, Stockholm, SE)
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Fig. 2. 
Screen capture of implemented DRR tasks, showing unmodified 0.5-mm STR (left) and 3-

mm STR (right) in the utilized IGRT software (Mosaiq, Elekta AB, Stockholm, SE)
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Fig. 3. 
Boxplot of X-axis, Y -axis, and Z axis distributions of observer error (i.e., absolute value of 

difference between known and observer-reported displacement), by STR cohort; mean is 

shown by green line, with error bars representing 95% CI of mean; exterior blue ticks 

indicate standard deviation
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Fig. 4. 
Quartile boxplot showing 95% CI of mean (green diamond), mean (green line), and SD 

(blue lines) of observer error, by observer

Sturgeon et al. Page 13

Int J Comput Assist Radiol Surg. Author manuscript; available in PMC 2016 October 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Sturgeon et al. Page 14

T
ab

le
 1

M
ea

n±
SD

 (
in

 m
m

) 
ob

se
rv

er
 e

rr
or

 (
i.e

., 
di

ff
er

en
ce

 b
et

w
ee

n 
kn

ow
n 

an
d 

su
gg

es
te

d 
di

sp
la

ce
m

en
t)

 f
or

 a
ll 

us
er

s 
by

 a
xi

s 
an

d 
ve

ct
or

 a
nd

 s
tr

at
if

ie
d 

by
 S

T
R

 

co
ho

rt
 (

*p
ri

m
ar

y 
st

ud
y 

en
dp

oi
nt

 f
or

 a
 p

ri
or

i s
am

pl
e 

si
ze

 c
al

cu
la

tio
n)

A
xi

s
A

ll 
co

ho
rt

s
0.

5 
m

m
1 

m
m

2 
m

m
2.

5 
m

m
3 

m
m

p 
< 

0.
05

X
0.

40
 ±

 0
.6

1
0.

36
 ±

 0
.5

4
0.

39
 ±

 0
.5

8
0.

39
 ±

 0
.5

7
0.

48
 ±

 0
.7

4
0.

38
 ±

 0
.5

7
n.

s.

Y
0.

47
 ±

 0
.5

7
0.

48
 ±

 0
.5

6
0.

42
 ±

 0
.5

6
0.

44
 ±

 0
.5

6
0.

49
 ±

 0
.5

5
0.

54
 ±

 0
.6

3
n.

s.

Z
0.

48
 ±

 0
.6

1
0.

40
 ±

 0
.5

0
0.

42
 ±

 0
.6

3
0.

45
 ±

 0
.5

7
0.

40
 ±

 0
.6

4
0.

62
 ±

 0
.6

3
<

0.
00

1

V
ec

to
r

1.
05

 ±
 0

.7
5

0.
98

 ±
 0

.6
4

0.
98

 ±
 0

.7
8

1.
00

 ±
 0

.7
2

1.
14

 ±
 0

.8
1

1.
16

 ±
 0

.7
6

<
0.

01
*

Int J Comput Assist Radiol Surg. Author manuscript; available in PMC 2016 October 01.



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Sturgeon et al. Page 15

T
ab

le
 2

D
if

fe
re

nc
e 

m
at

ri
x 

of
 m

ea
n 

ve
ct

or
 (

X
/Y

/Z
) 

er
ro

r 
di

ff
er

en
ce

 b
y 

ST
R

 c
oh

or
t; 

pa
ir

ed
 m

ea
ns

 w
hi

ch
 a

re
 s

ta
tis

tic
al

ly
 s

ig
ni

fi
ca

nt
 a

t t
he

 p
 <

 0
.0

5 
le

ve
l a

re
 

in
di

ca
te

d 
by

 a
n 

as
te

ri
sk

M
ea

n 
ve

ct
or

 e
rr

or
 d

if
fe

re
nc

e 
[m

ea
n x

−m
ea

n y
] 

(m
m

)

3 
m

m
2.

5 
m

m
2 

m
m

1 
m

m
0.

5 
m

m

3 
m

m
–

0.
02

0.
15

*
0.

18
*

0.
18

*

2.
5 

m
m

−
0.

02
–

0.
14

0.
16

*
0.

16
*

2 
m

m
−

0.
15

*
−

0.
14

–
0.

02
0.

02

1 
m

m
−

0.
18

*
−

0.
16

*
−

0.
02

–
−

0.
00

0.
5 

m
m

−
0.

18
*

−
0.

16
*

−
0.

02
0.

00
–

Int J Comput Assist Radiol Surg. Author manuscript; available in PMC 2016 October 01.


