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Fluorescence lifetime imaging microscopy (FLIM) pro-
vides additional contrast for fluorophores with overlap-
ping emission spectra. The phasor approach to FLIM
greatly reduces the complexity of FLIM analysis and
enables a useful image segmentation technique by se-
lecting adjacent phasor points and labeling their corre-
sponding pixels with different colors. This phasor la-
beling process, however, is empirical and could lead
to biased results. In this Letter, we present a novel
and unbiased approach to automate the phasor label-
ing process using an unsupervised machine learning
technique, i.e., K-means clustering. In addition, we
provide an open-source, user-friendly program that en-
ables users to easily employ the proposed approach.
We demonstrate successful image segmentation on 2D
and 3D FLIM images of fixed cells and living animals
acquired with two different FLIM systems. Finally, we
evaluate how different parameters affect the segmenta-
tion result and provide a guideline for users to achieve
optimal performance. © 2019 Optical Society of America

http://dx.doi.org/10.1364/ao.XX.XXXXXX

Fluorescence lifetime imaging microscopy (FLIM) is an im-
portant technique in biomedical research as it measures the
fluorescence decay rate of fluorophores and uses it to provide
additional contrast to a fluorescence intensity image [1]. FLIM
is particularly powerful because many fluorophores have over-
lapping emission spectra. Features that cannot be separated
on a conventional fluorescence microscopy image, such as the
two-photon fluorescence intensity image of mouse kidney in
vivo shown in Fig. 1(a), can be segmented based on their life-
time contrast [Fig. 1(b)]. However, the measured lifetime at a
pixel is an average value and it cannot resolve the heterogeneity
of fluorophores at that pixel, as different fluorophore compo-
sitions (single fluorophore, multiple fluorophores) or excited
state reactions could result in the same average lifetime mea-

surement. The phasor approach is a coordinate transformation
that directly transforms the fluorescence decay in an image to a
phasor plot, where the coordinates (g as the x-coordinate, and s
as the y-coordinate) of each phasor point efficiently encode the
fluorescence decay information of its corresponding pixel in the
image [Fig. 1(c)] [2–4]. Different fluorophore compositions and
possible excited state reactions can alter the phasor coordinates
(g and s) even if the average lifetime might be unaltered; there-
fore, the heterogeneity of fluorophores can be resolved with the
phasor approach.

In the phasor plot, pixels with similar fluorescence decays
tend to congregate and form a cluster. This feature can be used
to segment the image pixels based on the similarity of their flu-
orescence decays. Specifically, one can select the phasor points
clustered together on the phasor plot [Fig. 1(d)] and manually
label their corresponding pixels in the original image with a cer-
tain color [Fig. 1(f)] [4, 5]. This phasor labeling process, however,
is empirical because in most cases, especially in intravital imag-
ing where autofluorescence is predominant, the user does not
have a priori knowledge of the fluorophores and their lifetimes.
Therefore, to segment the image properly, the user often selects
regions in the phasor plot arbitrarily and meanwhile observes
the corresponding labeled pixels in the original image. This pro-
cess usually requires multiple trials and it could lead to biased
segmentation results.

In this Letter, we present a novel and unbiased approach to
automate the empirical phasor labeling process using an un-
supervised machine learning technique, i.e., K-means cluster-
ing [6, 7]. By giving an estimated number, K, of different fluo-
rophores present in the image, the approach separates its phasor
plot into K clusters using the K-means algorithm [Fig. 1(e)] and
automatically segments the original image into K parts by color-
labeling the pixels corresponding to the K clusters [Fig. 1(g)].
With this approach, the phasors can be automatically organized
into sensible groupings and the segmentation result is more reli-
able than that acquired empirically. In addition, we provide a
user-friendly program with graphical user interface (GUI) that
enables users to easily employ the proposed approach. The
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Fig. 1. The two-photon intensity image (a), fluorescence lifetime
image (b), phasor plot (c), phasor labeling process (d,f), and
K-means clustering on phasors (e,g) of the kidney in a living
mouse. Scale bar: 20 µm.

program is open-source and can be accessed via GitHub1. We
demonstrate successful image segmentation results with the pro-
gram on 2D and 3D intravital FLIM images of mouse kidneys
and zebrafish embryos acquired from two different FLIM sys-
tems. Finally, we evaluate the effect of different parameters used
in the program on segmentation results and provide a guideline
for users aiming to achieve optimal performance.

The phasor plot can be acquired with either a time-
domain (TD) or a frequency-domain (FD) FLIM setup [8–
10]. In TD-FLIM techniques, such as time-correlated
single-photon counting (TCSPC), the phasor plot is ob-
tained by transforming the histogram of the photon ar-
rival time of each image pixel, I(t), to phasor coordinates,
g and s, by gi =

∫
T Ii(t) cos(ωt)dt/

∫
T Ii(t)dt and si =∫

T Ii(t) sin(ωt)dt/
∫

T Ii(t)dt, where i is the index of the pixel in
the image, ω is the angular frequency of excitation, and T is the
pixel dwell time. In FD-FLIM approaches, phasor coordinates
are obtained by gi = mi · cos(φi) and si = mi · sin(φi), where
mi and φi are the modulation degree change and phase shift,
respectively, of the emission with respect to the excitation in the
frequency-domain measurements. Regardless of whether the
phasors are acquired with TD- or FD-FLIM setups, the phasor co-
ordinates are related to the lifetimes by gi = ∑k ak,i/[1+ (τkω)2]

and si = ∑k ak,iτkω/[1 + (τkω)2], where ak,i is the intensity-
weighted fractional contribution of the fluorophore with lifetime
τk at the i-th pixel and ∑k ak,i = 1.

The provided open-source GUI program was written in Mat-
lab (MathWorks). One can import the imaging data from their
existing FLIM setup to our program by (1) saving the phasor
and intensity images to TIFF or CSV files and (2) loading the
phasor (g and s) and intensity images into the program. Once
the data are imported, the program can generate a fluorescence
(phase) lifetime image by calculating the average lifetime value
on each pixel with τ̄i = si/(giω) = ∑k ak,iτk, where ω = 2π f
and f is the excitation modulation frequency that the user needs
to specify. Note that we only consider phase-derived lifetimes
in this Letter for its simpler mathematical form compared to
modulation-derived lifetimes [1]. Since FLIM data usually have
a low signal-to-noise ratio (SNR) [11], we provide an image fil-
tering option in the program, such that the user can apply a
median filter (3× 3 or 5× 5 kernels) or a smoothing filter on the
phasor or intensity images, one or multiple times, to increase
their SNR [4]. Note that the median filter does not decrease the
resolution of the images [4]. Considering that most noise comes
from pixels with low intensity, the program also allows the ex-

1https://github.com/yzhang34/Kmeans-FLIM-Phasors.git

Algorithm 1. K-means clustering on FLIM phasors.

1: procedure KMEANSONPHASORS(K, dist,~g,~s)
2: P← {~g′,~s′}
3: ~c1 ← select ~p ∈ P uniformly at random
4: for k← 2, K do . K-means++ algorithm
5: for j← 1, k− 1 do
6: if dist = ’Euclidean’ then
7: d(~p,~cj)← (~p− ~cj)

′(~p− ~cj)
8: else if dist = ’L1’ then
9: d(~p,~cj)← |~p(1)− ~cj(1)|+ |~p(2)− ~cj(2)|

10: else if dist = ’Cosine’ then
11: d(~p,~cj)← 1− ~p′~cj

(~p′~p)(~cj
′~cj)

12: Cj ← ~p ∈ P~p 6=~cj
with d(~p,~cj) < d(~p,~cl)(j 6= l)

13: for all ~p ∈ Cj do
14: D(~p)← d(~p,~cj)

15: ~ck ← select ~p ∈ P with probability D(~p)
∑~p∈P D(~p)

16: repeat . K-means algorithm
17: T← {~c1, ~c2, · · · , ~cK}
18: for k← 1, K do
19: Ck ← set of ~p ∈ P with d(~p, ~ck) < d(~p,~cj)(k 6= j)
20: ~ck ← 1

|Ck | ∑~p∈Ck
~p

21: until T = {~c1, ~c2, · · · , ~cK} . phasor cluster centroids

clusion of pixels with intensity below a threshold to reduce noise
disruption to the algorithm. To perform K-means clustering on
the phasors, the user needs to specify the parameters used in
the algorithm (Algorithm 1), including the number of clusters
(K), the distance metric (squared Euclidean, L1, or cosine), and
the number of times to replicate the procedure. We utilize K-
means++ as a heuristic seeding technique to improve the speed
and performance of the K-means algorithm [12]. Finally, when
the clustering operation is completed, the user can export the
segmented images into separated TIFF files.

To evaluate the performance of our program, we demonstrate
image segmentation on FLIM images of fixed cells and living
animals acquired with two different FLIM systems. All animal
studies in this work were approved by the University of Notre
Dame and Indiana University Institutional Animal Care and
Use Committees. The first imaging system, phase multiplexing
(PM) FLIM, is a custom-built FD-FLIM platform we described
in Ref. [13, 14]. Figure 2(a) shows the original two-photon fluo-
rescence intensity image and its corresponding phasor plot of
fixed bovine pulmonary artery endothelial (BPAE) cells (Fluo-
Cells prepared slide #1, F36924), as well as the clustered phasor
plot and segmented images following the K-means clustering
algorithm (K=3, Euclidean distance, and replicate=3). We chose
K=3 because we had a priori knowledge that the BPAE cells
were labeled with DAPI (nuclei), MitoTracker Red CMXRos
(mitochondria), and Alexa Fluor 488 phalloidin (F-actin). The
excitation laser was tuned to 800 nm with a power of 5.0 mW
and no emission filter was used. The image was acquired with a
pixel dwell time of 20 µs, an image size of 360× 360, and was
averaged for 10 times. As shown in Fig. 2(a), the K-means clus-
tering approach segmented the image into three structures, i.e.,
nuclei (red), mitochondria (green), and F-actin (blue). We veri-
fied that the segmented images closely matched the fluorophore
distributions, indicated by the arrows in Fig. 2(a), by imaging
the same sample under a multi-channel commercial two-photon
microscope (Nikon A1R-MP) equipped with emission filters

https://github.com/yzhang34/Kmeans-FLIM-Phasors.git
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Fig. 2. K-means clustering applied to phasor data acquired with
two FLIM systems. (a) Fixed BPAE cells imaged with a custom-
built PM-FLIM platform. (b) The kidney in a living mouse
imaged with a commercial FD-FLIM system. The stacked bar
graph shows the percentages of clustered pixels in the annotated
tubules. In the segmented images, the pixels’ brightness and
hue represent their intensity and cluster color, respectively. Data
are representative of n = 10 experiments. Scale bar: 20 µm.

corresponding to the three labeling fluorophores (DAPI, Mito-
Tracker, and Alexa Fluor 488) [15]. Since the phasors of the three
fluorophores locate closely on the phasor plot, it is challenging to
segment them perfectly by either manual selection or K-means
clustering. As can be seen in Fig. 2(a), some pixels that belong
to the F-actin (blue) structures are incorrectly segmented into
the nuclei (red) cluster. Although the segmentation result is not
perfect, the K-means clustering approach still outperforms the
manual phasor labeling process considering its easiness, speed,
and satisfactory segmentation performance.

The second FLIM system is a commercial digital FD-FLIM
microscope consisting of an Olympus FV1000-MPE confo-
cal/multiphoton microscope and an ISS FLIM upgrade kit, as
described in Ref. [5]. Figure 2(b) shows the original and clus-
tered phasor plots and fluorescence images of the kidney in a
living mouse (male C57BL/6J mice at 8-10 weeks of age, ob-
tained from The Jackson Laboratory). The intravital imaging
of the mouse kidney was achieved with 800 nm two-photon
excitation (12% power), and the endogenous autofluorescence
signals were acquired using a 480 nm emission filter (100 nm
band width). The image was acquired with a pixel dwell time
of 12.5 µs, an image size of 250× 250, and was averaged for
15-20 times. Due to the weak signals of autofluorescence and
low SNR, we applied a 3× 3 median filter three times on the
raw phasor data before performing the clustering algorithm. We
have previously verified that the autofluorescence signals came
from mouse distal tubules (DT) and proximal tubules (upstream
S1 and downstream S2, identified by following the sequential
luminal appearance of injected FITC-labeled inulin), as anno-
tated in Fig. 2(b) [5, 16]. Whereas S1 and S2 proximal tubules
have distinct metabolic signatures and can be resolved with

Fig3
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Fig. 3. K-means clustering applied to a 3D phasor stack of a
living zebrafish embryo acquired with a custom-built PM-FLIM
platform (see Visualization1). Data are representative of n = 5
experiments. Scale bar: 20 µm.

FLIM phasors, S1 and DT are remarkably similar in FLIM sig-
natures despite their morphological difference; therefore, we
chose K=2 (Euclidean distance, replicate=3) to categorize S1/DT
and S2 as two clusters. The segmented images and a stacked
bar graph quantifying the percentages of the clustered pixels
in the annotated tubules are shown in Fig. 2(b): the S1/DT and
S2 tubules are clearly identified and labeled with distinct colors
(red for S1/DT, blue for S2) as more than 70% of the pixels in
these tubules belong to their labeling clusters.

The K-means clustering approach can also be applied to pha-
sor data of 3D FLIM stacks. Figure 3 shows a 3D FLIM image of a
living EGFP labeled Tg(sox10:megfp) zebrafish embryo at 2 days
post fertilization, acquired with the PM-FLIM platform [13]. The
excitation laser was 800 nm with a power of 5.0 mW. No emis-
sion filter was used. The stack was acquired with a size of
360× 360× 48, a slice depth of 1 µm, a pixel dwell time of 12 µs,
and was averaged for 3 times for a better SNR. A 3× 3 median fil-
ter was applied three times to the phasor data before the cluster-
ing algorithm. We chose K = 5, squared Euclidean, replicate=3
as EGFP and various endogenous fluorophores contributed to
the fluorescence signals. Since the 3D stack contains many more
pixels, or voxels, the phasor plot can be very crowded, as shown
in the inset of Fig. 3, and the manual phasor labeling can be even
more challenging. With the K-means algorithm, the phasor clus-
tering and consequently the image segmentation automatically
identified and labeled the populations of EGFP (cyan, indicated
by arrows) and endogenous fluorophores (other colors) in the
3D stack. Imaris (Bitplane) was used for the 3D reconstruction
and visualization. A movie showing the 3D structures of both
stacks in Fig. 3 can be found in Visualization1.

Although the K-means clustering approach provides an easy
and automatic tool for fluorescence microscopy image segmen-
tation, the K-means clustering itself is an NP-hard optimization
problem [7]; therefore, care must be given to the choice of the
parameters used in the algorithm. We demonstrate how these
parameters, i.e., K, distance metrics, and replicate times, can af-
fect the phasor clustering and image segmentation performances
on an intravital mouse kidney image. Figures 4(a) and (b) show
that different values of K result in distinct segmentation results.
For example, K = 2 clearly segments the S1/DT and S2 tubules,
as has been shown in Fig. 2(b); K = 2 to 4 result in segmentation
at subcellular levels and all the segmented images demonstrate
distinctive structures of the tubules; when K ≥ 5, however, the
algorithm leads to over-interpretation of the data, as some seg-
mented images capture the same cellular structures (e.g., the
cyan and green segments when K = 5). We recommend that, if
the user has a priori knowledge of the number of fluorophores

Visualization 1
Visualization 1
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Fig. 4. Parameters in the K-means algorithm can affect the per-
formance of phasor clustering and image segmentation: (a, b) K,
the number of clusters; (c) the distance metric; (d) the number of
times to replicate the procedure. Scale bar: 20 µm.

presented in the image, then it is appropriate to use that number
as K; otherwise, the user could examine the segmented images
while increasing the value of K (starting with K = 2) using the
program. The user should stop increasing K when (1) a satisfac-
tory segmentation result is obtained, or (2) multiple segmented
images begin to capture the same cellular structures, as further
increase in K does not help segment the image. The definition of
distance metrics in the algorithm can also change the segmen-
tation result, as shown in Fig. 4(c). Squared Euclidean and L1
distances show very similar results since the phasor data are
two-dimensional; cosine distance, on the other hand, is different
as the clustering is solely based on the tangent of the phasor
angles, i.e., si/gi, which is proportional to fluorescence (phase)
lifetimes; therefore, the clustering with cosine distance is iden-
tical to segmenting fluorescence (phase) lifetimes. In order to
fully utilize the power of phasors, we recommend the user to
use either squared Euclidean or L1 as the distance metric. Fi-
nally, we recommend the user to replicate the algorithm at least
3 times because K-means clustering, as an NP-hard optimization
problem, could easily converge to a local minimum, as shown in
the two different segmentation results for a single replicate in
Fig. 4(d); therefore, more repetitions could improve the chance
of getting a global minimum, where the total distance between
the cluster centroids and the phasor points are the shortest.

Owing to the two-dimensional nature of phasor data, the
execution of the program is fast. Using a personal computer

with 2.20 GHz Intel Core i7-8750H CPU and 32 GB RAM, the
K-means clustering program’s execution time for the 250× 250,
360× 360 (Fig. 2), and 360× 360× 48 (Fig. 3) images were 1.33
s, 2.28 s, and 54.59 s, respectively (average of 10 runs; K = 4,
Euclidean distance, replicate=3). Note that, in principle, the
K-means algorithm may be applied to other types of FLIM data,
such as the raw temporal decay histograms in TCSPC with,
e.g., 256 time channels [9]. However, the K-means algorithm
could be extremely slow and fail to converge if applied to 256-
dimensional data; moreover, unlike the two-dimensional phasor
data, the clustering of 256-dimensional data is hard to visualize.

In conclusion, we have presented a novel and unbiased ap-
proach to automatically segment fluorescence microscopy im-
ages into sensible structures by applying the K-means clustering
algorithm to FLIM phasors. We have also provided an open-
source, user-friendly program that allows easy access to this
approach. The approach has been successfully demonstrated on
2D and 3D FLIM data of fixed cells and living animals acquired
with two different FLIM systems. Although not shown here,
we have verified that the K-means approach can also identify
groups of the same fluorophores with different ratios of species.
We believe this approach could be a powerful new tool for FLIM
researchers who can easily import their phasor data into the
program and gain insights from the new segmentation results.
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