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$1.4 \mathcal{P} \mathcal{T}$ phase plots and eigenstate inner product (I.P.) plots for the system with a square wave modulation described in Eq. 1.23. Panels (a)-(c) show the scaled relative difference in the eigenvalues of the time evolution operator for three different cases of modulation parameterized by $\alpha$. Panels (d)-(f) show a rich profile of the inner product of the eigenvectors of the $G_{F}$. (a)\&(d) When $\alpha=-1$ the system switches between a $\mathcal{P} \mathcal{T}$-symmetric dimer and its reflection counterpart. (b) \&(e) when $\alpha=0$ the system is modulates from a $\mathcal{P} \mathcal{T}$-dimer and a Hermitian dimer. Finally when $\alpha=0.5$ the system modulates between two $\mathcal{P} \mathcal{T}$-symmetric dimers, one with half its gain-loss strength. All three cases show a very rich $\mathcal{P} \mathcal{T}$ phase with the blue region being the symmetric phase and the colored region representing $\mathcal{P} \mathcal{T}$ broken phase. The inner product plots show clearly show the region of exceptional line contours where the eigenvectors are parallel to each other. The red dotted line represents the exceptional points of a static dimer .
1.5 $\mathcal{P} \mathcal{T}$ phase plots and eigenstate inner product (I.P.) plots for the system with a square wave modulation described in Eq. 1.25. Panels (a)-(b) show the scaled relative difference in the eigenvalues of the time evolution operator for three different cases of modulation parameterized by $\alpha$. Panels (c)-(d) shows the inner product of the eigenvectors of the $G_{F}^{(2)}$. (a)\&(c) When $\alpha=-1$ the $\mathcal{P} \mathcal{T}$ dimer switches between a negative coupling and a positive coupling. (b) $\&(\mathrm{~d})$ when $\alpha=0$ the system is modulates from a $\mathcal{P} \mathcal{T}$-dimer and a completely non-Hermitian dimer with no coupling between the sites. In contrast to the earlier case, when $\alpha=0$, there is a rich $\mathcal{P} \mathcal{T}$-phase diagram with the blue region being the symmetric phase and the colored region representing $\mathcal{P} \mathcal{T}$ broken phase. The inner product plots show clearly show the region of exceptional line contours where the eigenvectors are parallel to each other. The red dotted line represents the exceptional points of a static dimer. When $\alpha=-1$, although there are no $\mathcal{P} \mathcal{T}$ phases, it is interesting because we are able to realize an anti-Hermitian Hamiltonian by switching between two $\mathcal{P} \mathcal{T}$-symmetric systems.
1.6 Beam Propagation results for a pair of evanescently coupled waveguides of width $5 \mu \mathrm{~m}$ separated by $15 \mu \mathrm{~m}$. The incident light has a wavelength of 630 nm . The core refractive index is 1.4505 and the cladding refractive index is 1.4500 . Panel (a) shows the Hermitian case with $\mathrm{n}_{\mathrm{I}}=0$. In panel (b), $\mathrm{n}_{\mathrm{I}}=2.658 \times 10^{-6}$. Panel (c) show the region of broken $\mathcal{P} \mathcal{T}$-symmetry with the imaginary refractive index as $\mathrm{n}_{\mathrm{I}}=5.316 \times 10^{-6}$ and panel (d) with $\mathrm{n}_{\mathrm{I}}=7.974 \times 10^{-6}$ the intensity increases exponentially (lower subpanel logscale in y).

2.1 Schematic of a lattice with (a) Open boundary condition, (b) Periodic boundary condition.
2.2 (a) Dispersion relation of a tight binding lattice with nearest neighbour coupling $J$ and $\epsilon_{0}=0(\mathrm{~b})$ Probability distribution of eigenstates of a single particle Hamiltonian describing a tight binding lattice with $N=8$ sites and open boundary condition. Note that the energy axis is independent of the site index and is only there to label the eigenstate to its corresponding energy eigenvalue.
2.3 1D chain : Plots of the eigenspectrum flow for a lattice of $N=20$ sites as a function of the non-Hermiticity strength $\gamma / J$ with the gain-loss sites at the (a) edges i.e. $m_{0}=1$ along with the eigenstates of the Hamiltonian participating in the breaking of $\mathcal{P} \mathcal{T}$-symmetry when (b) $\gamma=0.5 J$ and (c) $\gamma=1.2 J$. (c) As the $\gamma / J$ is increased beyond the $\mathcal{P} \mathcal{T}$-threshold $\left(\gamma_{\text {th }}=J\right)$ the eigenstate distribution no longer possess parity symmetry. A schematic is provided on the left. (d) This is the eigenspectrum flow for when the gain-loss sites are closest to each other i.e. $m_{0}=10$. (e) One such pair is presented here when $\gamma_{t h}=J$ with the feature that not only they have the same eigenvalue but their probability distributions overlap completely. (f) As the non-Hermiticity is increased to $\gamma=1.2 \mathrm{~J}$ the states with their broken parity symmetry are anti-symmetric to each other.
2.4 Schematic of a $\mathcal{P} \mathcal{T}$ symmetric chain with $N_{x}$ sites, strongly coupled to $N_{y}-1$ Hermitian chains of the same length. The gain site (blue) has a potential $+i \gamma$ and its parity-symmetric site (red) has the loss potential $-i \gamma$. The coupling within a chain is $J_{x}$ and the inter-chain coupling is $J_{y}$.
2.5 Dependence of the $\mathcal{P} \mathcal{T}$-breaking threshold $\gamma_{\text {th }}\left(m_{0}\right) / J_{x}$ on the relative gain position $\mu=2 m_{0} / N_{x}$ and the number of horizontal chains $N_{y}$ for (a) even lattice with $N_{x}=26$ and (c) odd lattice with $N_{x}=27$. The couplings are $J_{y} / J_{x}=20$. For a single chain, $\gamma_{\text {th }}\left(m_{0}\right)$ shows the characteristic U-shape. As $N_{y}$ is increased, the $\mathcal{P} \mathcal{T}$-threshold increases as well. The graphs in panel (b) and (d) show that the maximum value of the threshold, found for $m_{0}=1$, increases linearly with the number of chains.
2.6 $\mathcal{P} \mathcal{T}$ threshold dependence on coupling to neutral sites shown by blank circles; the gain-site is shown in blue and the loss-site is shown in red. (a) $\gamma_{\text {th }} / J_{x}$ for a $\mathcal{P} \mathcal{T}$-neutral dimer system is tripled from its single-dimer value when $J_{y} / J_{x}=2$, and saturates to two in the strong coupling limit, $J_{y} / J_{x} \gg 1$. (b) for three dimers, the threshold is more than doubled near $J_{y} / J_{x} \sim 2$ and saturates to two for $J_{y} / J_{x} \gg 1$. Corresponding results for a (c) $\mathcal{P} \mathcal{T}$-neutral trimer system, and (d) a three-trimers system. In all cases, the threshold is more than doubled even at moderate values of $J_{y} / J_{x} \gtrsim 2$.
2.7 Schematic representation of a Kitaev model with one pair of gain and loss potentials, Eq.(2.22). Two chains (gray and white) with detuned potentials $\pm \mu$ have nearest neighbor Hermitian tunneling amplitudes $\pm J$, and next-nearest-neighbor Hermitian amplitudes $\pm i \delta$. Due to the presence of two degree of freedom on each site [60], the potential $i \gamma$ on site $m_{0}$ acts as gain (red) for one and loss (blue) for the other. This schematic can be realized with coupled resonator rings where one can engineer complex, Hermitian tunneling amplitudes.
2.8 Energy eigenvalues (in units of $J$ ) of an $N=20$ site Hamiltonian $H_{\mathrm{BdG}}(\delta)$, Eq.(2.17) as a function of detuning. (a) $\mu / J=0$, (b) $\mu / J=1$ have topological edge modes, while the system is in the topologically trivial phase at (c) $\mu / J=2$ and (d) $\mu / J=3$. Corresponding $\mathcal{P} \mathcal{T}$ threshold values $\gamma_{\text {th }} / J$ obtained from the Hamiltonian $H_{\mathrm{K}}$, Eq.(2.22) are plotted as a function of the gain location $m_{0} \in[1, N / 2]$ and the superconducting order parameter $\delta / J:$ (e) $\mu / J=0$, (f) $\mu / J=1$, (g) $\mu / J=2$ (h) $\mu / J=3$. Most of these features can be understood in terms of Hermitian band structure, panels a-d.
2.9 Energy eigenvalues (in units of $J$ ) of an $N=21$ site Hamiltonian $H_{\mathrm{BdG}}(\delta)$, Eq.(2.17) as a function of detuning. (a) $\mu / J=0$, (b) $\mu / J=1$ have mid-gap states with zero energy, but these are not topological. (c) $\mu / J=2$ and (d) $\mu / J=3$ show emergence of a gapped spectrum. Corresponding $\mathcal{P} \mathcal{T}$ threshold values $\gamma_{\text {th }} / J$ obtained from the Hamiltonian $H_{\mathrm{K}}$, Eq.(2.22) are plotted as a function of the gain location $m_{0} \in[1,(N-1) / 2]$ and the superconducting order parameter $\delta / J$ : (e) $\mu / J=0$, (f) $\mu / J=1$, (g) $\mu / J=2$ (h) $\mu / J=3$. Due to the absence of topological edge modes, the $\mathcal{P} \mathcal{T}$ threshold behavior at $\mu=0$ is markedly different from that of an even chain, Fig. 2.8(e). At nonzero detuning, the threshold is non-monotonically suppressed with increasing $\delta$.
2.10 (a) $\mathcal{P} \mathcal{T}$-symmetry threshold for a chain with $N=20$ and $m_{0}=N / 2$. The white dashed line, separating the zero-threshold region from the nonzero-threshold region, is empirically fit by equation $\alpha \mu J+\left|J^{2}-\delta^{2}\right|=0$ where $\alpha \rightarrow 0.5$ as $N \rightarrow \infty$; at $N=20$, we find that $\alpha=0.53$. This functional dependence can be obtained by requiring that two adjacent levels in the Hermitian band-structure become degenerate to get $\gamma_{\text {th }}=0$. (b) closeup of the boxed region near the origin shows multiple ripples in $\gamma_{\text {th }}$.
$2.11 \mathcal{P} \mathcal{T}$ threshold for an $N=5$ chain. (a) Schematic of $N=5$ chain with $m_{0}=1$. (b)-(c) Flow of real part of eigenavalues of the $N=5$ chain as a function of $\gamma$ for farthest gain-loss locations (far left) shows that $\mathcal{P} \mathcal{T}$ breaking occurs at an EP3 and the threshold increases monotonically with the superconducting order parameter $\delta$. (d) $\gamma_{\text {th }}(\mu, \delta)$ shows behavior consistent with Fig. 2.10 including a contour of zero threshold given by $\alpha \mu J+\left|J^{2}-\delta^{2}\right|=0$. (e) Schematic of $N=5$ chain with $m_{0}=2$. (f)-(g) Corresponding results for closest gain-loss locations, $m_{0}=2$, show that $\mathcal{P} \mathcal{T}$-breaking occurs at an EP2, and the threshold varies nonmonotonically with $\delta$. (h) $\gamma_{\text {th }}(\mu, \delta)$ map shows features similar to those in panel (d). The white-daashed line is zero-threshold contour given by $\alpha \mu J+\left|J^{2}-\delta^{2}\right|=0$ with $\alpha=1.6$.
2.12 (a) $\mathcal{P} \mathcal{T}$ phase diagram in the $\gamma-\delta$ plane for an $N=8$ lattice with $\mu=0$ and $m_{0}=1$ shows the heat map of $\Lambda \equiv \log _{10} \max _{k} \Im\left(E_{k}\right)$ where $E_{k}$ are the $2 N$ are the eigenvalues of $H_{\mathrm{K}}$, Eq.(2.22). A re-entrant $\mathcal{P} \mathcal{T}$-symmetric phase (black) emerges in the range $1 \leq \delta / J \leq \sqrt{2}$ as the gain-loss strength $\gamma / J$ is increased. (b) EP2 contours at the $\mathcal{P} \mathcal{T}$ boundary and in the $\mathcal{P} \mathcal{T}$-broken region show sequential coalescence of eigenvalues. At $\delta / J=1$, due to the presence of robust Majorana modes, a third-order EP emerges at $\gamma / J=2$ (yellow circle). (c)-(d) corresponding results for an $N=24$ lattice shows same qualitative features. 67
$3.1 \mathcal{P} \mathcal{T}$-symmetry in a single $L C$ circuit. (a) The state $|\phi(t)\rangle$ of the circuit encodes the voltage $V(t)$ across the capacitor and current $I(t)$ in the inductor, and satisfies a linear, first-order equation given by Kirchoff laws. A static change-of-basis to $|\psi(t)\rangle=A^{1 / 2}|\phi(t)\rangle$ leads to a Hermitian Hamiltonian $H_{0}=\omega_{0} \sigma_{y}$ for the new state $|\psi(t)\rangle$. Thus, an $L C$ circuit is mapped into a two-site model. (b) When $C(t), L(t)$ are exponentially varied subject to the constraint $L(t) C(t)=L_{0} C_{0}$ (hyperbola), the time-dependent change of basis generates balanced, constant gain and loss $\pm i \gamma$. This leads to a purely imaginary, $\mathcal{P} \mathcal{T}$-symmetric Hamiltonian $H_{\mathrm{PT}}=\omega_{0} \sigma_{y}+i \gamma \sigma_{z}$. (c) When the constrained variation is not exponential, arbitrary, but balanced gain and loss potentials $\pm i \gamma(t)$ can be generated. Here, we focus on the special case when $\gamma(t)$ is periodic.
3.2 Dynamics of a $\mathcal{P} \mathcal{T}$-dimer with static gain and loss. (a) Schematics of synthetic $L C$ circuit comprising capacitor (red), inductor (blue), resistor (yellow), and signal adder (pink) boxes. (b) Actual circuit board with corresponding colorcoded components marked. The circuit has $C=100 \mu \mathrm{~F}, L=0.01 \mathrm{H}, \omega_{0}=$ $(2 \pi) \times 159.15 \mathrm{~Hz}$, and a parasitic resistance $R=10^{3} \Omega$. (c)-(d) Circuit energy $\mathcal{E}(t)$ oscillates in the $\mathcal{P} \mathcal{T}$-symmetric phase. The gain-loss strength is (c) $\gamma=$ $0.375 \omega_{0}$ and (d) $\gamma=0.75 \omega_{0}$. (e) $\mathcal{E}(t)$ grows exponentially in the $\mathcal{P} \mathcal{T}$-broken phase, $\gamma=1.05 \omega_{0}$ (experimental data: blue dots, theory: red dashed line). (f) At $\gamma=0.375 \omega_{0}(\mathcal{P} \mathcal{T}$-symmetric region, PTS$)$ although the circuit energy $\mathcal{E}(t)$ oscillates, $\eta_{2}(t)=\mathcal{E}(t)+\gamma V(t) I(t) / 2 \omega_{0}^{2}$ remains constant with time. (g) The same, constant behavior of $\eta_{2}(t)$ is observed at $\gamma=1.05 \omega_{0}$ ( $\mathcal{P} \mathcal{T}$-broken region, PTB). Gray traces are experimental data; red dashed lines are theory
3.3 Floquet $\mathcal{P} \mathcal{T}$-transitions and conserved quantities. (a) The step-function $f(t)$ switches $C(t)$ and $L(t)$ by a factor of $e^{ \pm \alpha}$ and gives rise to periodic, $\delta$-function gain and loss. Resultant EP lines emerging from odd resonances $\nu_{k}=502 /(2 k+1) \mathrm{Hz}$ are shown by red and blue in the $\alpha-\nu_{T}$ plane. (b) $\mathcal{P} \mathcal{T}$-broken regions in the vicinity of $\nu_{2}$ (cyan), $\nu_{3}$ (yellow), $\nu_{4}$ (pink), and $\nu_{5}$ (green), signaled by $\Lambda_{\text {amp }}>$ 0 , are shown (experimental data: filled circles, theory: gray surface). (c) At $\nu_{1}=500 / 3=167 \mathrm{~Hz}$, the gain saturation leads to a suppressed $\Lambda_{\mathrm{amp}}$, with the suppression largest near the resonance (experimental data: filled circles; theory with gain saturation: muve surface, theory without: gray mesh). In all cases $2 \tau=50 \mathrm{~ms}$ is used in Eq.(3.18). (d) Constant of motion $\eta_{1 F}\left(t_{m}\right)$ is measured near the $\nu_{3}$ dome (yellow) in the $\mathcal{P} \mathcal{T}$-symmetric phase ( $\nu=69 \mathrm{~Hz}$; circles) and $\mathcal{P} \mathcal{T}$-broken phase $(\nu=72 \mathrm{~Hz}$; diamonds). These data are at $\alpha=0.1$. (e) Measured values of $\eta_{2 F}\left(t_{m}\right)$ near the $\nu_{5}$ dome (green), both in the $\mathcal{P} \mathcal{T}$-symmetric phase ( $\nu=44 \mathrm{~Hz}$, circles) and $\mathcal{P} \mathcal{T}$-broken phase ( $\nu=46 \mathrm{~Hz}$, diamonds). These data are at $\alpha=0.2$. Gain saturation leads to non-constant behavior at times $t \gtrsim 2 \tau$. Gray flat lines are theory in (d)-(e).
3.4 Giant dynamical asymmetry along the EP contours. (a) The inner-product heat map $I_{P}\left(\alpha, \nu_{T}\right)$ shows EP lines emerging from odd resonances $\nu_{k}=502 /(2 k+1) \mathrm{Hz}$, consistent with Eq.(3.17). (b) Zoomed-in view near $\nu_{1}=167 \mathrm{~Hz}$ shows the $\alpha_{\text {EP }}$ values sampled for the circuit energy dynamics (filled and open circles). (c) Experimentally measured $\mathcal{E}(t)$ for the two EPs at $\alpha=0.2$ show a giant asymmetry. The circuit energy is constant except at times $p T / 2(p \geq 1)$ when the $\delta$-function gain-loss potentials are active. (d) Color-coded stroboscopic, normalized energy traces along the blue contour show quadratic behavior consistent with a secondorder EP. The (constant) energy along the flat steps in (c) is averaged to obtain error bars on $\mathcal{E}\left(t_{m}\right) / \mathcal{E}(0)$. By fitting the data to Eq.(3.20), $A_{ \pm}(\alpha), B_{ \pm}(\alpha)$ are obtained for the nine $\alpha$ values sampled along blue and red contours. (e) $A_{ \pm}(\alpha)$ show approximate $\alpha \leftrightarrow-\alpha$ symmetry, vanish at the DP as expected, and show that $\mathcal{E}\left(t_{m}\right)$ growth along the red contour is $\sim 25$-fold larger than along the blue contour. (f) Similar results, including a giant 25 -fold asymmetry, are obtained for $B_{ \pm}(\alpha)$.


#### Abstract

Over the past two decades, open systems that are described by a non-Hermitian Hamiltonian have become a subject of intense research. These systems encompass classical wave systems with balanced gain and loss, semi-classical models with mode selective losses, and lossy quantum systems. The rapidly growing research on these systems has mainly focused on the wide range of novel functionalities they demonstrate. In this thesis, I intend to present some intriguing properties of a class of open systems which possess parity $(\mathcal{P})$ and timereversal $(\mathcal{T})$ symmetry with a theoretical background, accompanied by the experimental platform these are realized on. These systems show distinct regions of broken and unbroken symmetries separated by a special phase boundary in the parameter space. This separating boundary is called the $\mathcal{P} \mathcal{T}$-breaking threshold or the $\mathcal{P} \mathcal{T}$ transition threshold. We investigate non-Hermitian systems in two settings: tight binding lattice models, and electrical circuits, with the help of theoretical and numerical techniques.

With lattice models, we explore the $\mathcal{P} \mathcal{T}$-symmetry breaking threshold in discrete realizations of systems with balanced gain and loss which is determined by the effective coupling between the gain and loss sites. In one-dimensional chains, this threshold is maximum when the two sites are closest to each other or the farthest. We investigate the fate of this threshold in the presence of parallel, strongly coupled, Hermitian (neutral) chains, and find that it is increased by a factor proportional to the number of neutral chains. These results provide a surprising way to engineer the $\mathcal{P} \mathcal{T}$ threshold in experimentally accessible samples. In another example, we investigate the $\mathcal{P} \mathcal{T}$-threshold for a one-dimensional, finite Kitaev chain - a prototype for a p-wave superconductor - in the presence of a single pair of gain and loss potentials as a function of the superconducting order parameter, onsite potential, and the distance between the gain and loss sites. In addition to a robust, non-local threshold, we find a rich phase diagram for the threshold that can be qualitatively understood in terms of the band-structure of the Hermitian Kitaev model. Finally, with electrical circuits, we propose a protocol to study the properties of a $\mathcal{P} \mathcal{T}$-symmetric system in a single LC oscillator circuit which is contrary to the notion that these systems require a pair of spatially separated balanced gain and loss elements. With a dynamically tunable LC oscillator with


synthetically constructed circuit elements, we demonstrate static and Floquet $\mathcal{P} \mathcal{T}$ breaking transitions by tracking the energy of the circuit. Distinct from traditional mechanisms to implement gain and loss, our protocol enables parity-time symmetry in a minimal classical system.

## 1. INTRODUCTION

This chapter mainly contains already established theoretical framework of non-Hermitian PT symmetry, to help set up the background, with one section containing original work published in Acta Polytechnica conference proceedings.

My eight year old journey in exploring non-Hermitian physics probably began very similar to almost all researchers currently in the field: which is the surprise one gets from conventional teachings of quantum mechanics courses that Hamiltonians which describe a physical system, need not be Hermitian to engender a real energy eigenvalue spectrum. This finding took the physics community by storm in 1998 when Carl Bender and Stefan Boettcher published their seminal paper describing a class of quantum Hamiltonians on a continuum line that respect the combined parity $(\mathcal{P})$ and time-reversal $(\mathcal{T})$ symmetries show a real eigenvalue spectrum [1]. Their paper currently stands at 5513 citations (at the time of writing this thesis) from various journals. Since then there have been hundreds of papers submitted to arXiv under the topic of $\mathcal{P} \mathcal{T}$-symmetry every year. The interesting fact is that it was only over a decade ago that experiments were designed to test some of the properties which I intend to describe in thesis.

This thesis is divided into four chapters, where the first chapter introduces the various concept I have learned and some important algebra pertaining to Non-Hermitian quantum mechanics. The following chapters allude to the new work I have done. Figure 1.1 is a pictorial representation of the thesis, where the bubbles in the blue section (above the research bubble) indicate the background which will collate into the introduction chapter. The bubbles in the red section indicate the chapters which include some of the published and currently ongoing works I have had the opportunity to investigate.

### 1.1 Introduction to $\mathcal{P} \mathcal{T}$-symmetry

In the past two decades, there has been an explosion of research in the field of nonHermitian systems described by Hamiltonians which are invariant under the combined operation of $\operatorname{parity}(\mathcal{P})$ and time-reversal $(\mathcal{T})$. Traditionally in quantum mechanics, the notion of a closed system means that the system is described by a Hermitian Hamiltonian. This


Figure 1.1. Schematic of the various section and chapters in the thesis
is good because Hermiticity guarantees that the energy levels are real and the time evolution operator of the system is unitary. This would mean that the bases states functions of this system spans a Hilbert space implying that the position and momentum operators are observables. More than two decades ago Bender et al. found that certain non-Hermitian Hamiltonians with $\mathcal{P} \mathcal{T}$-symmetry engender a purely real spectra [1], [2]. It was only in the last decade or so, that it has become clear that $\mathcal{P} \mathcal{T}$-symmetric systems can be reproduced in open, semi-classical systems with balanced, spatially or temporally separated gain and loss that are represented by complex real-space potentials [3]-[5]. This idea has been the inspiration of many research ideas including ours.

Ever since its first inception, $\mathcal{P} \mathcal{T}$-symmetry has emerged as a powerful tool to study open classical or quantum systems. The theory is a complex extension of quantum mechanics, based on a special class of non-Hermitian Hamiltonians which have a purely real spectra [1], [2], [6], [7]. This class of Hamiltonians are invariant under the combined operations of parity $(\mathcal{P})$ and time-reversal $(\mathcal{T})$. We have now realized that $\mathcal{P} \mathcal{T}$-symmetric systems can be represented by systems with balanced, spatially or temporally separated gain and loss sites [3]-[5].

A special property of these Hamiltonians is that when the strength of the non-Hermiticities is small relative to the energy scale of the Hermitian part, the spectrum is purely real. We refer to this as the $\mathcal{P} \mathcal{T}$-symmetric phase. For large non-Hermiticities, the spectrum turns into complex conjugate pairs which we refer as the $\mathcal{P} \mathcal{T}$-broken phase.

### 1.2 The Hamiltonian

To illustrate the properties of non-Hermitian physics we begin with a general $2 \times 2$ Hamiltonian,

$$
H=\left(\begin{array}{ll}
W+Z & X-i Y  \tag{1.1}\\
X+i Y & W-Z
\end{array}\right) \equiv W \mathbb{1}+X \sigma_{x}+Y \sigma_{y}+Z \sigma_{z}
$$



Figure 1.2. A comparison of the energy eigenvalue profiles and inner product plots of eigenvectors for two simple yet significant model non-Hermitian Hamiltonians. The top row demonstrate the flow of the (a) real and the (b) imaginary parts of energy eigenvalues of $H_{1}$ and overlap of its eigenstates while (d)-(f) are the plots for the Hamiltonian $H_{2}$. In these two cases, the red and the blue lines show the variation of the real and imaginary parts of the energies as the non-Hermitian gain-loss strength is increased, for $\delta / J=0$. The black lines in the linear variation of the inner product starting from I.P. $=0$ for $\gamma / J=0$ to $I . P .=1$ for $\gamma / J=1$. This is the exceptional point where the eigenvectors are parallel to each other.
where $W, X, Y, Z$ are complex coefficients, $\mathbb{1}$ denotes the identity matrix and $\sigma_{x, y, z}$ are the Pauli matrices. The eigenvalues for this non-Hermitian Hamiltonian are,

$$
\begin{equation*}
E_{1,2}=W \pm \sqrt{X^{2}+Y^{2}+Z^{2}} \tag{1.2}
\end{equation*}
$$

and the corresponding linearly independent eigenvectors are,

$$
\begin{equation*}
\left|E_{1,2}\right\rangle=\frac{1}{N_{1,2}}\binom{\left(E_{1,2}-W+Z\right) /(X+i Y)}{1} \tag{1.3}
\end{equation*}
$$

where $N_{1,2}$ is the appropriate normalization constant.
If the coefficients are real, it is evident that $H=H^{\dagger}$; i.e. the Hamiltonian is Hermitian with a real energy eigenvalue spectrum. One can then see that if all the coefficients are purely imaginary then this is an example of a trivially broken non-Hermitian Hamiltonian with $H=-H^{\dagger}$. This is known as anti-Hermiticity. Here the eigenvalues are complex in the entire parameter space. One must notice that in both these cases, that eigenvectors are orthogonal everywhere.

Let us now consider the case when $W=\delta, X=-J$ and $Z=i \gamma$.

$$
H_{1}=\left(\begin{array}{cc}
\delta+i \gamma & -J  \tag{1.4}\\
-J & \delta-i \gamma
\end{array}\right) \equiv \delta \mathbb{1}-J \sigma_{x}+i \gamma \sigma_{z}
$$

The construction of such a simple single particle Hamiltonian is motivated by its representation of two site (dimer) systems with complex on-site potentials and coupling between these sites. Here $\delta$ represents the real symmetric potential while $i \gamma$ represents the imaginary antisymmetric onsite potential and $J$ is the strength of the coupling between two sites. This is clearly a non-Hermitian model since $H \neq H^{\dagger}$ with the non-Hermiticity in the z-component. This model of a two site system model with balanced gain and loss as illustrated on the far left of the first column of Fig.1.2.

A comparison of the energy eigenvalue profiles and inner product plots of eigenvectors with a contrasting non Hermitian Hamiltonians defined by:

$$
H_{2}=\left(\begin{array}{cc}
\delta+i \gamma & -J  \tag{1.5}\\
-J & -\delta-i \gamma
\end{array}\right) \equiv-J \sigma_{x}+(\delta+i \gamma) \sigma_{z}
$$

where $\delta$ is detuning attached to the $\sigma_{z}$ component. In Fig. 1.2 the top row demonstrate the flow of the (a) real and the (b) imaginary parts of energy eigenvalues of $H_{1}$ and overlap of its eigenstates while (d)-(f) are the plots for the Hamiltonian $H_{2}$. In these two cases, the red and the blue lines show the variation of the real and imaginary parts of the energies as the non-Hermitian gain-loss strength is increased, for $\delta / J=0$. The black lines in the linear variation of the inner product starting from inner product I.P. $=0$ for $\gamma / J=0$ to I.P. $=1$ for $\gamma / J=1$. This is the exceptional point where the eigenvectors are parallel to each other. Notice that for $H_{1}$ a change in $\delta$ does not change the relative difference in the energies as compared to the model described by $H_{2}$. At the exceptional point, perturbing the system by increasing $\delta$, increases the energy gap proportional to $\sqrt{\delta}$ in the first order correction to the eigenvalue. The perturbation series of eigenvalues of non-Hermitian Hamiltonians is known as the Puiseux series ${ }^{1}$. This is different from the regular power series expansion for Hermitian Hamiltonians where the first order correction is linear. This means that a system described by a non-Hermitian Hamiltonian is more sensitive to perturbation. This idea is the bases for making ultra sensitive sensors using non-Hermitian physics. In our current example, $n=2$. By definition the order of an exceptional point is the size of the Jordan block.

Let us now look at the symmetries of this problem. We define the linear parity operator, as $\mathcal{P}=\sigma_{x}$ and an anti-linear time reversal operator as $\mathcal{T}=^{*}$ where $*$ is the complex conjugation operation and one can verify that $\mathcal{P} \mathcal{T} H_{1,2} \mathcal{P} \mathcal{T}=H_{1,2}$. This Hamiltonian is $\mathcal{P} \mathcal{T}$-symmetric!

The next obvious question is that What are the conservation laws or quantities that are associated with these symmetries? We will answer this in the later sections of this chapter ${ }^{1} \uparrow \mathrm{E}=\mathrm{E}_{0}+\Delta^{1 / N} E_{1}+\Delta^{2 / N} E_{2}+\ldots$
under Pseudo-Hermiticity and Intertwinning operators. The phase transition from $\mathcal{P} \mathcal{T}$ symmetric to $\mathcal{P} \mathcal{T}$-broken occurs when $\gamma=\gamma_{\text {th }}=J$, where $\gamma_{\text {th }}$ is called the $\mathcal{P} \mathcal{T}$-symmetry breaking threshold. At this point the eigenvalues become degenerate. The most intriguing feature of the transition point is that the non-Hermiticity not only induces the degeneracies in the eigenvalues, but also in their corresponding eigenvectors. Such a Hamiltonian degeneracy is called an exceptional point (EP) degeneracy. Fig. 1.2(c) shows the overlap of the two eigenstates calculated by their Dirac inner product; I.P. $(\delta / J, \gamma / J)=\left\langle E_{1} \mid E_{2}\right\rangle /\left|E_{1}\right|\left|E_{2}\right|$.

In the past decade, $\mathcal{P} \mathcal{T}$-symmetric systems with balanced gain-loss have been realized in classical wave systems including evanescently coupled waveguides [8], fiber loops [9], optical resonators [10], [11], electrical circuits [12], [13], and mechanical oscillators [14]. However, since the EP degeneracies also occur for Hamiltonians with mode selective dissipation, the dynamics of $\mathcal{P} \mathcal{T}$-symmetric Hamiltonians have also been realized in purely lossy classical systems consisting of coupled waveguides, resonators, or electrical circuits [15], [16], semiclassical systems with ultracold atoms [17], and quantum systems [18]-[20]. These systems, in the definition of quantum mechanics, engender a complex energy eigenvalue spectrum. About two decades ago, Carl Bender and Stefan Boettcher made a remarkable discovery where they realized that a non-Hermitian system, if invariant under the combined operation on $\operatorname{parity}(\mathcal{P})$ and time $\operatorname{reversal}(\mathcal{T})$, will exhibit a real energy spectrum [1]. With the birth of this new field, investigations were carried out which are physically realized as systems with balanced, spatially separated, gain and loss [21] locations, with an effective coupling between them. Traditional Dirac Hermiticity in quantum mechanics, ensures the preservation of the norm and hence is a sufficient condition to guarantee a real energy spectrum. It is now shown that, a system having an antilinear symmetry (like $\mathcal{P} \mathcal{T}$ ), and anti-unitary, serves as a necessary condition to produce real energy eigenvalues [22], [23], thus making it a more general theory of quantum mechanics. Typically, a non-Hermitian $\mathcal{P} \mathcal{T}$-symmetric system behaves either like an open or a closed system depending on the strength of the non-Hermiticity. As this strength increases, two (or more) real eigenvalues become degenerate as do the corresponding eigenvectors. Although, $\mathcal{P} \mathcal{T}$-symmetric quantum mechanics was initially studied on a continuum line, experimental realizations, in the past few years, have been done using simple discrete models. Therefore, with the motivation to investigate
the aspects of the $\mathcal{P} \mathcal{T}$-symmetry breaking threshold, we study discrete quantum systems which are generalizations of a simple dimer model with one pair of $\mathcal{P} \mathcal{T}$-symmetric gain-loss potentials. In Fig. 1.2(a), the energy eigenvalues start out distinct and real when $\gamma / J=0$. As the non-Hermiticity increases, the energy levels are drawn closer to each other. At this point, the corresponding eigenvectors are no longer orthonormal.

Furthermore, we can also define our time evolution operator (let $\hbar=1$ ) as

$$
\begin{equation*}
G(t) \equiv e^{-i H t}=G(t)=\cos (E t) \mathbb{1}-i \frac{H}{E} \sin (E t) \tag{1.6}
\end{equation*}
$$

Consider that $|1\rangle$ and $|2\rangle$ are the normalized states in the site basis, with 1 representing the gain site and 2 the loss site. We can rewrite the Hamiltonian in the site basis as

$$
\begin{equation*}
H=i \gamma(|1\rangle\langle 1|-|2\rangle\langle 2|)-J(|1\rangle\langle 2|+|2\rangle\langle 1|) \tag{1.7}
\end{equation*}
$$

We evolve a wavefunction, $|\psi(t=0)\rangle=a|1\rangle+b|2\rangle$ starting in the gain site, i.e. $a=1$ and $b=0$; i.e.

$$
\begin{equation*}
|\psi(t)\rangle=G(t)|\psi(t=0)\rangle=G(t)|1\rangle \tag{1.8}
\end{equation*}
$$

Fig. 1.3 captures the evolution of the norm of the wavefunction $|\psi(t)|^{2}$ for different values of $\gamma$. In the Hermitian case, panel(a), the norm (black dashed line) is constant. The blue and red lines indicate the probability of the wavefunction projected onto 1 and 2 respectively. As the non-Hermiticity is increased to $0.5 J$, panel(b), we notice the total probability is no longer conserved but exhibits a bounded oscillatory behavior much like the Hermitian case. With $\gamma=J$, panel(c), at the $\mathcal{P} \mathcal{T}$ transition threshold, the probability has a quadratic increase in time. In panel(d), the probability increases exponentially (figure shows linear growth in log scale) as the system is rendered into the $\mathcal{P} \mathcal{T}$ broken phase with $\gamma=1.2 \mathrm{~J}$.


Figure 1.3. The evolution of the transmission probability, $|\psi(t)|^{2}$ (black dashed line), for simple 2 -site $\mathcal{P} \mathcal{T}$-symmetric system. The probabilities, $|\langle 1 \mid \psi(t)\rangle|^{2}$ (blue) and $|\langle 2 \mid \psi(t)\rangle|^{2}$ (red) for (a) Hermitian case, $\gamma=0$, (b) $\mathcal{P} \mathcal{T}$-symmetric phase, $\gamma=0.5 J$, (c) at the $\mathcal{P} \mathcal{T}$ threshold $\gamma=J$, and (d) when $\gamma=1.5 J$ with broken $\mathcal{P} \mathcal{T}$-symmetry (log scale).

### 1.2.1 Floquet quantum mechanics

Let us now introduce an interesting formalism to engineer different quantum systems that may be difficult to investigate experimentally. A quantum system is driven by external fields such that the Hamiltonian describing the system follows,

$$
\begin{equation*}
H(t)=H(t+T) \tag{1.9}
\end{equation*}
$$

where $T$ is the time period of the periodic drive. The Floquet formalism provides a recipe for generating a static effective Hamiltonian by periodically probing the system at integer multiples of time period of the driving field.

We will explore some details of this formalism in this section through some examples of simple two level systems. Consider the time-dependent Schödinger eqation;

$$
\begin{equation*}
H(t)|\psi(t)\rangle=i \hbar \partial_{t}|\psi(t)\rangle \tag{1.10}
\end{equation*}
$$

where $H(t)=H(t+T)$ is a time-periodic Hamiltonian with a drive frequency of $\omega=2 \pi / T$ acting on an eigenstate $|\psi(t)\rangle$. For simplicity we assume $\hbar=1$.

We are particularly interested in the dynamics of the state $|\psi(t)\rangle$ as measured stroboscopically, i.e. $t=n T$. This leads to the following definition of the time operator $G(T)$ as a time ordered product

$$
\begin{equation*}
G(T, 0)=\mathbb{T} e^{-i \int_{0}^{T} H(t) d t} \equiv e^{-i H_{F} T} \tag{1.11}
\end{equation*}
$$

where $\mathbb{T}$ indicates the time-ordering operator.
According to the theory, we can define a effective Floquet Hamiltonian $H_{F}$ using the Floquet time evolution operator,

$$
\begin{equation*}
G(t)=P(t) \exp \left[-i H_{F} t\right] \tag{1.12}
\end{equation*}
$$

where $P(t)=P(t+T)$ is called the micromotion operator that describes the dynamics with a single period. Using the initial condition, $G(t=0)=\mathbb{1}$ implies that

$$
\begin{equation*}
P(0)=P(n T)=\mathbb{1} \quad \forall n \in \mathbb{Z}^{+} \tag{1.13}
\end{equation*}
$$

It is easy to see that if an observer was to make periodic observations starting at $t=t_{0}$ during the driving cycle, the new time evolution operator is related to $G(t)$ by a similarity transformation:

$$
\begin{equation*}
\tilde{G}\left(T+t_{0}, t_{0}\right)=\hat{S}^{-1} G(T, 0) \hat{S} \tag{1.14}
\end{equation*}
$$

where $\hat{S}$ is micromotion operator that connects the observation times. Consequently, the effective Hamiltonians will also change based on when one begins to observe :

$$
\begin{equation*}
\tilde{H}_{F}\left(t_{0}\right)=\hat{S}^{-1} H_{F}(0) \hat{S} \tag{1.15}
\end{equation*}
$$

This method shows us a way to realise a whole new class of $\mathcal{P} \mathcal{T}$-symmetric systems. The time dependent Hamiltonian representations may not even be $\mathcal{P} \mathcal{T}$-symmetric, but it could on some stroboscopic observation lead to an effective $\mathcal{P} \mathcal{T}$-symmetric Hamiltonian representation. To illustrate we this, investigate two simple dimer models with a periodically driven by a square wave.

### 1.2.2 $\mathcal{P} \mathcal{T}$-symmetric Floquet dimer

Let us consider a $\mathcal{P} \mathcal{T}$-symmetric dimer with the matrix representation as given in Eq.1.4 with $\delta / J=0$.

$$
H(t)=\left(\begin{array}{cc}
+i \Gamma(t) & -\kappa(t)  \tag{1.16}\\
-\kappa(t) & -i \Gamma(t)
\end{array}\right)
$$

Now let's examine two cases: Case 1, where the non-Hermitian onsite potential $(\Gamma) t)=$ $\gamma f(t / T))$ is driven while the intersite coupling $(\kappa=J)$ is kept constant during the cycle. Case 2, where the coupling $\kappa(t)=J f(t / T)$ is driven while the onsite potential $(\Gamma(t)=\gamma)$ is constant. Here $f(t / T)$ is the driving function. The two cases produce distinct and rich phase diagrams showing regions of broken and unbroken $\mathcal{P} \mathcal{T}$-symmetries. For the sake of analytical tractability, let us consider the periodic driving function to be a square wave with a time period of $T$ defined as :

$$
f(t / T)= \begin{cases}1 & 0 \leq t<T / 2  \tag{1.17}\\ \alpha & T / 2 \leq t<T\end{cases}
$$

where $\alpha \in[-1,1)$ is the lower limit of the function. Let us call these Hamiltonians $H_{1,2}=$ $\overrightarrow{e_{1,2}} \vec{\sigma}$. Here we define $\vec{\sigma}=\sigma_{x} \hat{x}+\sigma_{y} \hat{y}+\sigma_{z} \hat{z}$, and the complex vectors $e_{1,2}=e x_{1,2} \hat{x}+e y_{1,2} \hat{y}+$ $e z_{1,2} \hat{z}$. This means that the first half of the cycle, the system is described by Hamiltonian $H_{1}$ while for the second half of the cycle the Hamiltonian is $H_{2}$. In practice, driving the system in between these states is also experimentally easier to implement.

The general form for the Floquet time evolution operator in a two site basis with a square wave modulation [24] is:

$$
\begin{equation*}
G_{F}(T)=\left[C_{1} C_{2}-\left(\overrightarrow{e_{2}} \cdot \overrightarrow{e_{1}}\right) S_{1} S_{2}\right] \mathbb{1}_{2}+i\left[C_{1} S_{2} \overrightarrow{e_{1}}+C_{2} S_{1} \overrightarrow{e_{2}}+\left(\overrightarrow{e_{2}} \times \overrightarrow{e_{1}}\right)\right] \cdot \vec{\sigma} \tag{1.18}
\end{equation*}
$$

where $C_{1}=\cos \left(E_{1} T / 2\right), C_{2}=\cos \left(E_{2} T / 2\right), S_{1}=\sin \left(E_{1} T / 2\right), S_{2}=\sin \left(E_{2} T / 2\right)$ and $E_{1,2}=$ $\left|\overrightarrow{e_{1,2}}\right|=\sqrt{e x_{1,2}^{2}+e y_{1,2}^{2}+e z_{1,2}^{2}}$, which is also the positive energy eigenvalue of $H_{1,2}$.

In order to see the features of the effective Floquet Hamiltonian we need to calculate the time evolution operator, which fortunately for us, can be easily found for these two level systems with a square wave drive. Recall our definition in Eq. 1.11. To find the Floquet Hamiltonian $H_{F}, G_{f}(T)$ can be rewritten as:

$$
\begin{align*}
G_{F}(T) & \equiv e^{-h_{0} T}\left[\cos (|\vec{h}| T) \mathbb{1}-i \frac{\vec{\sigma} \cdot \vec{h}}{|\vec{h}|} \sin (|\vec{h}| T)\right]  \tag{1.19}\\
\text { where } H_{F} & =h_{0} \mathbb{1}_{2}+\vec{\sigma} \cdot \vec{h} \tag{1.20}
\end{align*}
$$

The Floquet Hamiltonian is written in terms of the Pauli matrices, with $\vec{h}=h_{x} \hat{x}+h_{y} \hat{y}+h_{z} \hat{z}$ and $|\vec{h}|=\sqrt{h_{x}^{2}+h_{y}^{2}+h_{z}^{2}} .{ }^{2}$

Since the behaviour of $G_{F}(T)$ switches between unitary and non-unitary, we can thus introduce a robust parameter $\Delta \xi$ which we define as the scaled absolute difference of the magnitudes of the eigenvalue of $G_{F}(T)$.

$$
\begin{equation*}
\Delta \xi=\left|\frac{\left|g_{1}\right|-\left|g_{2}\right|}{\left|g_{1}\right|+\left|g_{2}\right|}\right| \tag{1.21}
\end{equation*}
$$

Fig. 1.41.5 reveals a rich phase diagram with $\mathcal{P} \mathcal{T}$-symmetric and $\mathcal{P} \mathcal{T}$-broken regions. Since these phase plot have a phase boundary, it is only natural to ask are there exceptional points? We therefore calculate the inner product of the eigenvectors of $G_{F}(T)$ in order to compute these exceptional line contours and also support the phase diagrams plots. Recall

[^0]that at the exceptional points the eigenvectors are parallel to each other. The metric we used is simply the Dirac inner product:
\[

$$
\begin{equation*}
I . P .=\left|\left\langle g_{1} \mid g_{2}\right\rangle\right|, \tag{1.22}
\end{equation*}
$$

\]

where $\left|g_{1,2}\right\rangle$ are the eigenvectors of $G_{F}(T)$.

## Case 1:

In this case, constructing of the Floquet system from the Hamiltonian in Eq.1.16, the periodic switch happens between :

$$
H_{1}=\left(\begin{array}{cc}
+i \gamma & -J  \tag{1.23}\\
-J & -i \gamma
\end{array}\right) \quad \text { and } \quad H_{2}=\left(\begin{array}{cc}
+i \alpha \gamma & -J \\
-J & -i \alpha \gamma
\end{array}\right)
$$

The time evolution operator for one period can be thus constructed simply as the time ordered product of the two individual half cycles [24]:

$$
\begin{equation*}
G_{F}^{(1)}=e^{-i H_{2} T / 2} e^{-i H_{1} T / 2} \tag{1.24}
\end{equation*}
$$

Fig. 1.4 shows the $\mathcal{P} \mathcal{T}$ phase plots numerically computed using Eq. 1.21 and eigenstate inner product from Eq. 1.22 for this system with a square wave modulation. Panels (a)-(c) show the scaled relative difference in the eigenvalues of the time evolution operator for three different cases of modulation parameterized by $\alpha$. It is interesting to see that different values of $\alpha$ have unique phase diagrams since their effective Hamiltonians represent completely different systems. When $\alpha=-1$ the system switches between a $\mathcal{P} \mathcal{T}$-symmetric dimer and its reflection counterpart. Panels (a) and (d) show the relative difference of the eigenvalues and inner product plots for this type of system. Notice in panel (a) as the frequency of modulation is increased the $\mathcal{P} \mathcal{T}$ breaking threshold is also enhanced which is not seen in the other cases. When $\alpha=0$, the system is modulates from a $\mathcal{P} \mathcal{T}$-dimer and a purely real, Hermitian Hamiltonian. Finally when $\alpha=0.5$ the system modulates between two $\mathcal{P} \mathcal{T}$ symmetric dimers, one with half its gain-loss strength. For all three cases, the inner product


Figure 1.4. $\mathcal{P} \mathcal{T}$ phase plots and eigenstate inner product (I.P.) plots for the system with a square wave modulation described in Eq. 1.23. Panels (a)-(c) show the scaled relative difference in the eigenvalues of the time evolution operator for three different cases of modulation parameterized by $\alpha$. Panels (d)-(f) show a rich profile of the inner product of the eigenvectors of the $G_{F}$. (a)\&(d) When $\alpha=-1$ the system switches between a $\mathcal{P} \mathcal{T}$-symmetric dimer and its reflection counterpart. (b) $\&(\mathrm{e})$ when $\alpha=0$ the system is modulates from a $\mathcal{P} \mathcal{T}$-dimer and a Hermitian dimer. Finally when $\alpha=0.5$ the system modulates between two $\mathcal{P} \mathcal{T}$-symmetric dimers, one with half its gain-loss strength. All three cases show a very rich $\mathcal{P} \mathcal{T}$-phase with the blue region being the symmetric phase and the colored region representing $\mathcal{P T}$ broken phase. The inner product plots show clearly show the region of exceptional line contours where the eigenvectors are parallel to each other. The red dotted line represents the exceptional points of a static dimer
plots show a key feature missing from the phase diagrams. These are the contours of zero overlap deep in the broken region signifying resonances in the system. These regions show a similar behavior to non-Hermitian systems with completely decoupled gain-loss elements. The red dotted line represents the exceptional points of a static dimer. This line is there to show that at certain points the system has real eigenvalues even when the individual half cycle Hamiltonians have an exceptional point.

## Case 2:

Contrary to the earlier case, we can now see if periodic changes in the Hamiltonian Eq.1.16, occur in the coupling between the two sites; i.e. :

$$
H_{1}=\left(\begin{array}{cc}
+i \gamma & -J  \tag{1.25}\\
-J & -i \gamma
\end{array}\right) \quad \text { and } \quad H_{2}=\left(\begin{array}{cc}
+i \gamma & -\alpha J \\
-\alpha J & -i \gamma
\end{array}\right)
$$

The features seen in the phase diagrams in Fig. 1.5 are contrasting to case 1. The motivation to study this case is important to quantum experiments done in platforms using photonics and superconducting qubits where modulating the gain is specially difficult.

Fig. 1.4 shows the $\mathcal{P} \mathcal{T}$ phase plots numerically computed using Eq. 1.21 and eigenstate inner product from Eq. 1.22 for this system with a square wave modulation. When $\alpha=-1$ the $\mathcal{P} \mathcal{T}$ dimer switches between a negative coupling and a positive coupling. In panels (b) and (d) when $\alpha=0$ the system is modulates from a $\mathcal{P} \mathcal{T}$-dimer and a completely nonHermitian dimer with no coupling between the sites. In contrast to the earlier case, when $\alpha=0$, there is a rich $\mathcal{P} \mathcal{T}$-phase diagram with the blue region being the symmetric phase and the colored region representing $\mathcal{P} \mathcal{T}$ broken phase. The inner product plots show clearly show the region of exceptional line contours where the eigenvectors are parallel to each other. The red dotted line represents the exceptional points of a static dimer. When $\alpha=-1$, although there are no $\mathcal{P} \mathcal{T}$ phases, it is interesting because we are able to realize an anti-Hermitian Hamiltonian by switching between two $\mathcal{P} \mathcal{T}$-symmetric systems.


Figure 1.5. $\mathcal{P} \mathcal{T}$ phase plots and eigenstate inner product (I.P.) plots for the system with a square wave modulation described in Eq. 1.25. Panels (a)-(b) show the scaled relative difference in the eigenvalues of the time evolution operator for three different cases of modulation parameterized by $\alpha$. Panels (c)-(d) shows the inner product of the eigenvectors of the $G_{F}^{(2)}$. (a)\&(c) When $\alpha=-1$ the $\mathcal{P} \mathcal{T}$ dimer switches between a negative coupling and a positive coupling. (b)\&(d) when $\alpha=0$ the system is modulates from a $\mathcal{P} \mathcal{T}$-dimer and a completely non-Hermitian dimer with no coupling between the sites. In contrast to the earlier case, when $\alpha=0$, there is a rich $\mathcal{P} \mathcal{T}$-phase diagram with the blue region being the symmetric phase and the colored region representing $\mathcal{P T}$ broken phase. The inner product plots show clearly show the region of exceptional line contours where the eigenvectors are parallel to each other. The red dotted line represents the exceptional points of a static dimer. When $\alpha=-1$, although there are no $\mathcal{P T}$ phases, it is interesting because we are able to realize an anti-Hermitian Hamiltonian by switching between two $\mathcal{P} \mathcal{T}$ symmetric systems.

### 1.3 Pseudo Hermiticity, intertwinning operators, and conserved quantities

This section consists of excerpts from our paper on intertwinning operators and conserved quantities which have been slightly modified

We have noticed that Hermiticity is not a necessary condition for eigenvalues to be real. It is however Hamiltonians with an antilinear symmetry (like $\mathcal{P} \mathcal{T}$ ), where reality of eigenvalues is possible [25]. $\mathcal{P} \mathcal{T}$-symmetry provides an way to implement the symmetry in a physical setting by spatial separation of gain-loss elements. We will now see a more general idea called pseudo Hermiticity that provides a deeper insight into the properties of general non-Hermitian operators [6], [7], [26].

To establish the idea of pseudo-Hermiticity, we assume a linear operator $H$ acting on the Hilbert space. $H$ is said to be pseudo-Hermitian if it satisfies the following relation,

$$
\begin{equation*}
H^{\dagger}=\eta H \eta^{-1} \tag{1.26}
\end{equation*}
$$

where $\eta$ is an invertible, Hermitian linear operator, also called the intertwinning operator.

### 1.3.1 Conserved quantities in non-Hermitian systems

The content of this subsection is a part of our paper published in Journal of Physics: Conference series.

In classical mechanics, observables that are conserved during time evolution are most easily defined in the Hamiltonian formalism, where they are determined by a vanishing Poisson bracket [27]. Therefore, it should come at no surprise that their quantum counterparts become by far most apparent in the Heisenberg picture. Let the system under consideration be governed by a static Hamiltonian $H$ that may not be Hermitian. It satisfies the equations of motion $i \partial_{t}|\psi(t)\rangle=H|\psi(t)\rangle$ and $-i \partial_{t}\langle\psi(t)|=\langle\psi(t)| H^{\dagger}$. By definition, a linear operator $\eta$ is a constant of motion if and only if $\langle\psi(t)| \eta|\psi(t)\rangle=\operatorname{Tr}\left[\eta \rho_{\psi}(t)\right]$ remains constant for any
arbitrary state $|\psi\rangle$ (or a density matrix $\rho_{\psi}$ ). In the absence of intrinsic time-dependence, this constraint translates into

$$
\begin{equation*}
i \frac{d}{d t}\langle\psi(t)| \eta|\psi(t)\rangle=\langle\psi(t)| \eta H-H^{\dagger} \eta|\psi(t)\rangle=0 \tag{1.27}
\end{equation*}
$$

Due to the linearity of the constraint in Eq.(1.27), without loss of generality, we can choose $\eta$ to be a Hermitian matrix. When $H=H^{\dagger}$ (an isolated system), the observable conservation is therefore equivalent to commutation of $\eta$ with $H$, just as expected. A Hermitian system trivially leaves two important operators conserved, namely the identity (state-norm) and the Hamiltonian itself (energy). We emphasize that many more independent, conserved operators can be constructed very easily; an example is the set of Hermitian projectors onto the eigenspace for each real eigenvalue. These are often disregarded in many applications since they are not connected to fundamental symmetries of the system. However, they fulfill all requirements for a genuine conserved observable and will play an important role in the following analysis. When $H$ is not Hermitian, Eq.(1.27) leads to the following intertwining constraint,

$$
\begin{equation*}
\eta H=H^{\dagger} \eta \tag{1.28}
\end{equation*}
$$

This characterization of conserved observables as intertwining operators, Eq.(1.28), has appeared in the literature in the context of pseudo-Hermitian operators ( $\eta$ is invertible) [6], [7], [28].Here, we only focus on them as conserved observables for an open system with gain and loss.

A simple but powerful way to generate these conserved operators may be constructed iteratively by using the prescription

$$
\begin{equation*}
\eta_{k+1}=\eta_{k} H \tag{1.29}
\end{equation*}
$$

starting from an initial $\eta_{1}$ that is determined from the outset. Note that if $\eta_{k}$ is Hermitian, the intertwining relation Eq.(1.28) implies that recursively obtained $\eta_{k+1}$ is also Hermitian. It also follows that the different $\eta$ operators do not commute with each other, and the
commutator is proportional to the anti-Hermitian part of $H$. Finally, since $H$ obeys a characteristic polynomial equation of order $n$, it follows that

$$
\begin{equation*}
\eta_{N+1}=\eta_{1} H^{N}, \tag{1.30}
\end{equation*}
$$

can be written as a linear combination of lower-order operators $\eta_{k \leq N}$. Thus, for an $n$ dimensional system, this recursive procedure gives rise to $n$ non-commuting, linearly independent conserved observables [29].

For a broad class of transpose-symmetric Hamiltonians $\eta_{1}$ is found as follows. For conserved quantities to exist, the Hamiltonian must have purely real or complex-conjugate eigenvalues, i.e. an antilinear operator $\mathcal{A}$ commutes with it. Let us write $\mathcal{A}=\mathcal{P} \mathcal{T}=\mathcal{L} *$ where $\mathcal{L}$ denotes the entire linear part of $\mathcal{A}$ and $*$ is purely the complex-conjugation operation. (In general, the operator $\mathcal{T}$ has a nontrivial unitary part; that has been absorbed into the operator $\mathcal{L}$.) It is easy to see that if $H=H^{T}$, then $\mathcal{L}$ is an intertwining operator. Once $\eta_{1}=\mathcal{L}$ is identified, the rest are determined by the recursive procedure.

### 1.3.2 Finding $\eta$ operators from an eigenvalue problem

The content of this subsection is a part of our paper published in Acta Polytechnica conference proceedings.

Here is a novel method we developed to find the conserved quantities by treating the intertwining relation we mentioned in Eq. 1.26 as an eigenvalue equation [30]. Let us recall, the constraint condition in Eq. 1.27. This equation is reminds of the Gorini Kossakowski Sudarshan Lindblad (GKSL) equation [31], [32] (henceforth referred to as the Lindblad equation) that describes the dynamics of the reduced density matrix of a quantum system coupled to a much larger environment [33]-[35]. Interpreting $\hat{\eta}$ as an $N \times N$ matrix, all $\hat{\eta} s$ that satisfy Eq.(1.27) can be obtained from the corresponding eigenvalue problem

$$
\begin{equation*}
\mathcal{E}_{k} \hat{\eta}_{k}=-i\left(\hat{\eta}_{k} H_{\mathrm{PT}}-H_{\mathrm{PT}}^{\dagger} \hat{\eta}_{k}\right) \equiv \mathcal{L} \hat{\eta}_{k}, \tag{1.31}
\end{equation*}
$$

for $1 \leq k \leq N^{2}$. We vectorize the matrix $\hat{\eta}$ into an $N^{2}$-sized column vector $\left|\eta^{v}\right\rangle$ by stacking its columns, i.e. $[\hat{\eta}]_{p q} \rightarrow \eta_{p+(q-1) N}^{v}[36]$. Under this vectorization, the Hilbert-Schmidt trace inner product carries over to the Dirac inner product, $\left(\hat{\eta}_{1}^{\dagger} \hat{\eta}_{2}\right)=\left\langle\eta_{1}^{v} \mid \eta_{2}^{v}\right\rangle$ where $\left\langle\eta_{1}^{v}\right|$ is the Hermitian-conjugate row vector obtained from the column vector $\left|\eta_{1}^{v}\right\rangle$. Using the identity $A \hat{\eta} B \rightarrow\left(B^{T} \otimes A\right)\left|\eta^{\nu}\right\rangle$, the eigenvalue problem Eq. (1.31) becomes $\operatorname{det}\left(\mathcal{L}-\mathcal{E} \mathbb{1}_{N^{2}}\right)=0$ where the $N^{2} \times N^{2}$ "Liouvillian" matrix is given by

$$
\begin{equation*}
\mathcal{L}=-i\left[H_{\mathrm{PT}}^{T} \otimes \mathbb{1}_{N}-\mathbb{1}_{N} \otimes H_{\mathrm{PT}}^{\dagger}\right] \tag{1.32}
\end{equation*}
$$

and $\mathbb{1}_{m}$ is the $m \times m$ identity matrix. Thus, the intertwining operators are distinct eigenvectors $\left|\eta_{m}^{v}\right\rangle$ with zero eigenvalue in Eq.(1.31). The $N^{2}$ eigenvalues of the Liouvillian $\mathcal{L}$ are simply related to $N$ eigenvalues $\epsilon_{m}$ of the $H_{\mathrm{PT}}$ as

$$
\begin{equation*}
\mathcal{E}_{p q}=-i\left(\epsilon_{p}-\epsilon_{q}^{*}\right) . \tag{1.33}
\end{equation*}
$$

Since the spectrum of $H_{\mathrm{PT}}$ is either real $\left(\epsilon_{p}=\epsilon_{p}^{*}\right)$ or complex conjugates $\left(\epsilon_{p}=\epsilon_{q}^{*}\right.$ for some pair), there are $N$ zero eigenvalues of $\mathcal{L}$ when $H_{\mathrm{PT}}$ has no symmetry-driven degeneracies; the number of zero eigenvalues grows to $N^{2}$ if the Hamiltonian is proportional to the identity matrix [37]. Note that when $\mathcal{E}=0$, due to the linearity of the intertwining relation, Eq.(1.26), without loss of generality, we can choose the $N$ intertwining operators $\hat{\eta}_{m}$ to be Hermitian.

This analysis of constants of motion is not only valid for static $\mathcal{P} \mathcal{T}$-symmetric Hamiltonians, but can be generalized to time-periodic (Floquet) $\mathcal{P} \mathcal{T}$-symmetric Hamiltonians [16], [38]-[41]. When $H_{\mathrm{PT}}(t)=H_{\mathrm{PT}}(t+T)$ is periodic in time, the long-time dynamics of the system is governed by the Floquet time-evolution operator [42]

$$
\begin{equation*}
G_{F}(T)=\mathrm{T} e^{-i \int_{0}^{T} H_{\mathrm{PT}}\left(t^{\prime}\right) d t^{\prime}} \tag{1.34}
\end{equation*}
$$

where $\mathbb{T}$ stands for the time ordered product that takes into account non-commuting nature of the Hamiltonians at different times. The (stroboscopic) dynamics of the system at times
$t_{m}=m T$ is then given by $\left|\psi\left(t_{m}\right)\right\rangle=G_{F}^{m}|\psi(0)\rangle$, and the corresponding, Hermitian, conserved operators $\hat{\eta}=\hat{\eta}^{\dagger}$ are determined by us [37], [41]

$$
\begin{equation*}
G_{F}^{\dagger} \hat{\eta} G_{F}=\hat{\eta} \tag{1.35}
\end{equation*}
$$

Vectorization of Eq.(1.35) implies the conserved quantities are given by eigenvectors with unit eigenvalue of the "Floquet Liouville time-evolution" matrix

$$
\begin{equation*}
\mathcal{G}=G_{F}^{T} \otimes G_{F}^{\dagger} \tag{1.36}
\end{equation*}
$$

Furthermore, the transformation properties of $G_{F}(T) \rightarrow G_{F}(T+t)$ (recall Eq. 1.14) and the conserved operators $\hat{\eta}$ are related. When the periodic Hamiltonian is Hermitian, i.e. $H_{0}\left(t_{0}\right)=H_{0}^{\dagger}(t)=H_{0}\left(t_{0}+T\right)$, shifting the zero of time to $t_{0}$ leads to a unitary transformation,

$$
\begin{equation*}
G_{F}\left(T+t_{0}, t_{0}\right)=U\left(t_{0}\right) G_{F}(T) U^{\dagger}\left(t_{0}\right) \tag{1.37}
\end{equation*}
$$

where $U\left(t_{0}\right)=\mathrm{T} e^{-i} \int_{0}^{t_{0}} H_{0}\left(t^{\prime}\right) d t^{\prime}$ and therefore the conserved operators are also transformed by the same unitary operator. However, in our case, Eq.(1.37) becomes a similarity transformation,

$$
\begin{equation*}
G_{F}\left(T+t_{0}, t_{0}\right)=S G_{F}(T) S^{-1} \tag{1.38}
\end{equation*}
$$

where $S=\mathbb{T} \exp \left(-i \int_{0}^{t_{0}} H_{\mathrm{PT}}\left(t^{\prime}\right) d t^{\prime}\right)$ does not satisfy $S^{\dagger} S=\mathbb{1}=S S^{\dagger}$. Under this transformation, the conserved operators change as $\hat{\eta} \rightarrow S^{-1 \dagger} \hat{\eta} S^{-1}$. This non-unitary transformation of the conserved quantities under a shift of zero of time suggests that they are not related to "symmetries" of the open system with balanced gain and loss.

## 1.4 $\mathcal{P} \mathcal{T}$-symmetry in optics

We now switch our attention to the experimental side of $\mathcal{P} \mathcal{T}$-symmetry. In order to observe $\mathcal{P} \mathcal{T}$ transitions, optics has been an accessible tool for observing these effects of $\mathcal{P} \mathcal{T}$ symmetric quantum systems experimentally, although it can be a challenging task. Nonetheless, the possibility to implement $\mathcal{P} \mathcal{T}$-symmetry can be done with the propagation of light in
optical systems such as coupled waveguides arrays [43], [44]. With some engineering of materials one can have a set of complex potentials by introducing positive and negative imaginary parts in the refractive index. This is achievable because the scalar form of Maxwell's wave equation, under paraxial approximation, yields the Schrödinger equation. As we will see in this section, even though this is a pure classical setting, it captures the essence of a quantum system with balanced gain and loss.

Let us consider the following Maxwell's equations in a homogeneous material with no charge or current densities;

$$
\begin{align*}
& \nabla \times \vec{E}=-\frac{\partial \vec{B}}{\partial t} \\
& \nabla \times \vec{B}=\mu \epsilon \frac{\partial \vec{E}}{\partial t}=\frac{n(x, y, z)^{2}}{c^{2}} \frac{\partial \vec{E}}{\partial t} \tag{1.39}
\end{align*}
$$

Here, $\vec{E}$ and $\vec{B}$ are the electric and magnetic fields, $\mu$ and $\epsilon$ are the permitivity and permiability, and $n(x, y, z)$ is the refractive index profile of the material. With this we can derive the wave equation of the electric field,

$$
\begin{equation*}
\nabla \times \nabla \times \vec{E}=-\frac{n^{2}}{c^{2}} \frac{\partial^{2} \vec{E}}{\partial t^{2}} \tag{1.40}
\end{equation*}
$$

Using the identity,

$$
\begin{equation*}
\nabla \times \nabla \times \vec{E}=\nabla(\nabla \cdot \vec{E})-\nabla^{2} \vec{E} \tag{1.41}
\end{equation*}
$$

Using the fact that $\nabla \cdot \vec{E}=0$, Eq. 1.40 is simplified to,

$$
\begin{equation*}
\nabla^{2} \vec{E}=-\frac{n^{2}}{c^{2}} \frac{\partial^{2} \vec{E}}{\partial t^{2}} \tag{1.42}
\end{equation*}
$$

The solution for the above equation can be written as follows, assuming that the propagation of the wave is in the $z$-direction,

$$
\begin{equation*}
\vec{E}(x, y, z, t)=\vec{u}(x, y, z) e^{i\left(k z-\omega_{0} t\right)} . \tag{1.43}
\end{equation*}
$$

Here we define $k=n_{0} \mathrm{k}_{0}$ where the wavenumber $\mathrm{k}_{0}=\omega_{0} / c=2 \pi / \lambda$ for incident light of wavelength $\lambda$ and $n_{0}$ is the effective refractive index of cladding. Substituting Eq. 1.43 in Eq. 1.42 we obtain,

$$
\begin{align*}
\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}+2 i k \frac{\partial}{\partial z}-k^{2}\right) \vec{u} & =-\frac{n^{2} \omega_{0}^{2}}{c^{2}} \vec{u} \\
\Longrightarrow\left(\nabla_{T}^{2}+\frac{\partial^{2}}{\partial z^{2}}+2 i k \frac{\partial}{\partial z}+k_{0}^{2}\left(n^{2}-n_{0}^{2}\right)\right) \vec{u} & =0 \tag{1.44}
\end{align*}
$$

where $\nabla_{T}^{2}=\partial^{2} / \partial x^{2}+\partial^{2} / \partial y^{2}$. This is now reduced down to the Helmholtz equation.
We now impose that the electric field in the propagation direction is slowly varying, also known as SVEA (slowly varying envelope approximation), i.e.;

$$
\begin{equation*}
\left|\frac{\partial^{2} \vec{u}}{\partial z^{2}}\right| \ll\left|2 k \frac{\partial \vec{u}}{\partial z}\right| . \tag{1.45}
\end{equation*}
$$

For small enough refractive index contrast (i.e. $\left(n-n_{0}\right) / n_{0} \sim 10^{-4}$ ), we can approximate $\left(n^{2}-n_{0}^{2}\right) / n_{0} \approx 2\left(n-n_{0}\right)=2 \Delta n$. Therefore we get,

$$
\begin{equation*}
\left(-\frac{1}{2 k} \nabla_{T}^{2}-\Delta n\right) \vec{u}=i \frac{\partial \vec{u}}{\partial z} . \tag{1.46}
\end{equation*}
$$

This is called the paraxial equation, and indeed it looks similar to the time dependent Schrödinger equation for potential well(s) with depth $\Delta n$. The width and the depth of a single well is chosen appropriately to get a single eigenmode. Notice that the partial derivative with respect to time is replaced by the propagation direction $z$. Now considering the analogy to the Schrödinger equation, let us define an evolution operator. This can be written as

$$
\begin{align*}
G & =e^{-i \widehat{H} z} \\
\text { where } \quad \widehat{H} & =-\frac{1}{2 k} \nabla_{T}^{2}-\Delta n \tag{1.47}
\end{align*}
$$

### 1.4.1 Beam Propagation method

This description of a quantum system in a classical framework is a remarkable correspondence and therefore allows us to study discrete single particle quantum systems experimentally. In order to numerically model these systems in settings like coupled waveguide arrays we use a computational technique called the Finite Difference-Beam Propagation Method (FD-BPM) [45].

For simplicity we assume that the variation in the refractive index of a waveguide and the intensity profile of the input beam incident is only in one dimension. Therefore the refractive index is $n(x)=n_{s}+\Delta n(x) \pm i n_{I}(x)$, where $n_{s}$ is the index of the substrate or cladding $\left(n_{s}=1.4500\right), \Delta n(x)$ is the contrasting index of the core of the waveguide ( $\Delta n_{s} \sim 5 \times 10^{-4}$ ), and $n_{I}$ represents the imaginary refractive index to be introduced as gain-loss potentials on parity symmetric sites $\left(n_{I} \sim 10^{-6}\right)$. The envelope function is therefore $\vec{u}(x, z)=u(x, z) \hat{y}$ with the direction of propagation along the z -axis.

The continuous variables $x, z$ are made discrete and hence the envelope function is written as $u\left(x_{i}, z_{j}\right) \equiv u(i \Delta x, j \Delta z)$ with $i=0,1, \ldots N_{x}-1$ and $j=0,1, \ldots N_{z}-1$. The $2^{\text {nd }}$ order differential operator, written in the 3 -point symmetric form, as;

$$
\begin{equation*}
\frac{\partial^{2} u\left(x_{i}, z_{j}\right)}{\partial x^{2}}=\frac{u\left(x_{i-1}, z_{j}\right)-2 u\left(x_{i}, z_{j}\right)+u\left(x_{i+1}, z_{j}\right)}{\Delta x^{2}} \tag{1.48}
\end{equation*}
$$

We can represent this differential operator as a matrix product in the following way;

$$
\begin{align*}
\frac{\partial^{2} u\left(x_{i}, z_{j}\right)}{\partial x^{2}} & \rightarrow \frac{1}{\Delta x^{2}}\left[\begin{array}{cccc}
-2 & 1 & & 0 \\
1 & \ddots & \ddots & \\
& \ddots & \ddots & 1 \\
0 & & 1 & -2
\end{array}\right]\left[\begin{array}{c}
u\left(x_{0}, z_{j}\right) \\
u\left(x_{1}, z_{j}\right) \\
\vdots \\
u\left(x_{N_{x-1}}, z_{j}\right)
\end{array}\right]  \tag{1.49}\\
& =\left[\frac{M}{\Delta x^{2}}\right] \mathrm{U}\left(x, z_{j}\right) .
\end{align*}
$$

Here we define $\mathrm{U}\left(x, z_{j}\right)$ as the column vector representing the beam profile in the x -direction. Note that, we make use of open boundary conditions that requires the elements $u\left(x_{-1}, z_{j}\right)$ and $u\left(x_{N_{x}}, z_{j}\right)$ to be zero. The operator $\widehat{H}$ from Eq. 1.47 can be rewritten as;

$$
\begin{equation*}
\widehat{H}=-\frac{1}{2 k}\left[\frac{M}{\Delta x^{2}}\right]-\mathbb{1} \Delta \mathrm{n}(x) \tag{1.50}
\end{equation*}
$$

where $\mathbb{1}$ is the identity matrix of size $N_{x} \times N_{x}$ and $\Delta \mathrm{n}(x)$ is the refractive index contrast represented as a column matrix. We now have an expression for the evolution operator in the form of a matrix which needs to be calculated only once in the case where the refractive index does not change in the propagation direction. Therefore,

$$
\begin{equation*}
\mathrm{U}\left(x, z_{j+1}\right)=e^{i \widehat{H} \Delta z} \mathrm{U}\left(x, z_{j}\right) \tag{1.51}
\end{equation*}
$$

Recall that the paraxial equation (Eq. 1.46) had a $1^{\text {st }}$ order derivative of $u(x, z)$ with respect to z. Using forward difference, Eq. 1.51 can be discretized as,

$$
\begin{align*}
& \frac{u\left(x_{i}, z_{j+1}\right)-u\left(x_{i}, z_{j}\right)}{\Delta z}=-i \widehat{H} u\left(x_{i}, z_{j}\right)  \tag{1.52}\\
\therefore \quad & \mathrm{U}\left(x, z_{j+1}\right)=(\mathbb{1}-i \widehat{H} \Delta z) \mathrm{U}\left(x, z_{j}\right) . \tag{1.53}
\end{align*}
$$

This is called the explicit scheme. Although simplified for numerical calculations, the expression is unstable for large $\Delta z$. For this reason, we also consider the backward difference of the derivative (called the implicit scheme),

$$
\begin{equation*}
\frac{u\left(x_{i}, z_{j+1}\right)-u\left(x_{i}, z_{j}\right)}{\Delta z}=-i \widehat{H} u\left(x_{i}, z_{j+1}\right) \tag{1.54}
\end{equation*}
$$

Adding the two schemes, essentially gives a half-step propagator, defined below, which fixes the instability problem;

$$
\begin{equation*}
K_{ \pm}=\mathbb{1} \pm i \Delta z \widehat{H} / 2 \tag{1.55}
\end{equation*}
$$

Hence, for a full step of $\Delta z$,

$$
\begin{equation*}
\mathrm{U}\left(x, z_{j+1}\right)=K_{+}^{-1} K_{-} \mathrm{U}\left(x, z_{j}\right) \tag{1.56}
\end{equation*}
$$

The finite difference discretization of this kind is called the Crank-Nicholson scheme and serves as a sufficiently powerful tool to numerically simulate beam propagation.

In Fig. 1.6, we show an example of the BPM calculation for a system of two coupled waveguides. Let the waveguides be labeled WG1 and WG2. Keeping in mind the $\mathcal{P} \mathcal{T}$-symmetric dimer case discussed in Sec. 1.2, we used the following parameters for the simulations. Consider a light beam of wavelength $\lambda=630 \mathrm{~nm}$ injected in WG1 centered at $x=-10 \mu \mathrm{~m}$. We define the 1D envelope function of this beam as $U(x, z) \equiv e_{1}$, which is the normalized eigenmode of WG1. We also define, ' $e_{2}$ ', the normalized eigenmode of WG2. With this, we define the intensities of light in each of the waveguides, at a distance $z$, as the square of the projected weight of $\mathrm{U}(x, z)$ on the eigenmodes of individual waveguides. In the language of quantum mechanics we can write this as, $\left|\mathrm{E}_{1}\right|^{2}=\left|\left\langle\mathrm{U} \mid e_{1}\right\rangle\right|^{2}$ and $\left|\mathrm{E}_{2}\right|^{2}=\left|\left\langle\mathrm{U} \mid e_{2}\right\rangle\right|^{2}$ respectively. Each waveguide has a width $5 \mu \mathrm{~m}$ with edges separated by $15 \mu \mathrm{~m}$. The distance between waveguides is chosen such that the overlap of the eigenmodes ' $e_{1}$ ' and ' $e_{2}$ ' is significantly small as compared to the intensity of each mode.

Fig. 1.7 shows this variation as the separation between the waveguides increase. As seen this overlap decreases exponentially with the separation. This needs to be small enough to treat the eigenmodes as solutions to the paraxial equation (Eq. 1.46) for a single waveguide. This is analogous to the wavefunction of a particle localized in one of the site in the tight binding model.

The substrate refractive index is $n_{s}=1.45$ while the core refractive index is $n_{c}=1.4505$. The figure shows four case each for a different value of $n_{\mathrm{I}}$. In each panel of Fig. 1.6, the top image, shows the electric field intensity $|\mathrm{U}(x, z)|^{2}$ of the beam as it evolves in the transverse $z$ direction. The bottom sub-panel, plots show variation in the transverse direction of the normalized intensities $\left|E_{\text {norm }}\right|^{2}$ in WG1 (shown in blue), WG2 (shown in red) and the total intensity in both (black). Panel (a) shows the Hermitian case with $n_{I}=0$. In panel (b), the magnitude of the complex refractive index is $n_{I}=2.658 \times 10^{-6}$. Notice the total normalized


Figure 1.6. Beam Propagation results for a pair of evanescently coupled waveguides of width $5 \mu \mathrm{~m}$ separated by $15 \mu \mathrm{~m}$. The incident light has a wavelength of 630 nm . The core refractive index is 1.4505 and the cladding refractive index is 1.4500 . Panel (a) shows the Hermitian case with $n_{I}=0$. In panel (b), $\mathrm{n}_{\mathrm{I}}=2.658 \times 10^{-6}$. Panel (c) show the region of broken $\mathcal{P} \mathcal{T}$ symmetry with the imaginary refractive index as $n_{I}=5.316 \times 10^{-6}$ and panel (d) with $\mathrm{n}_{\mathrm{I}}=7.974 \times 10^{-6}$ the intensity increases exponentially (lower subpanel logscale in y).
intensity is bounded but greater than 1. This signifies the $\mathcal{P} \mathcal{T}$-symmetric region. Panels (c) and (d), with $\mathrm{n}_{\mathrm{I}}$ equal to $5.316 \times 10^{-6}$ and $7.974 \times 10^{-6}$ respectively, show unbounded growth in the intensity signifying that the $\mathcal{P} \mathcal{T}$-symmetry in the system is broken.


Figure 1.7. Variation of the overlap of individual eigenmodes, $\left|\left\langle e_{1} \mid e_{2}\right\rangle\right|$, of the two coupled waveguides as a function of their separation $\Delta x_{\text {gap }}$.

In the next chapter, we theoretically investigate the fate of the $\mathcal{P} \mathcal{T}$-symmetry breaking threshold, keeping in mind an experimental setup of coupled waveguide arrays with one pair of spatially separated, balanced gain-loss potentials.

## 2. $\mathcal{P T}$-SYMMETRIC LATTICE MODELS

The content of this chapter is a parts of two of our papers which have been slightly modified. These papers have been published in APS Physical Review A.

Before we dive into what $\mathcal{P} \mathcal{T}$-symmetric lattice models are, it is important for us to understand some key properties of a simple lattices. Lattice models are designed to investigate properties such as electron transport in materials or to determine their electronic band structure, although as we will see, is not limited to condensed matter systems. Tight binding models have widely been used due to their simplicity and accuracy in describing a large number of systems in condensed matter, ultra cold atoms and photonic lattices. The underlying idea is to use the discretization the system to solve the single particle non-interacting Schrodinger equation. Although doing so can be analytically difficult if the lattice structure in non-uniform or has impurities, but can solved numerically much more easily. One very versatile and powerful technique is the tight-binding model.

### 2.0.1 Energy spectrum of a tight binding lattice

Let us consider the simplest model of an arrangement of atoms forming a 1D lattice with an electron moving through it. These "nearly free" electrons have a uniform hopping probability of $J$ to jump from one atom to the next. Note that the motivation in using a crystal and an electron is only due to its historical significance: this tight binding model was used to explain electronic properties of crystals. We will generically refer to the discretely positioned atoms of the crystal as sites of a lattice and the electron as a particle. For a more mathematically rigorous description, we recall our friend, the Hamiltonian. The goal is to construct a Hamiltonian description of a system and solve the Schrödinger equation. For this, we first assume that a particle localized at site $n$ will be represented by $|n\rangle$. This serves as our eigenvector basis. The energy of such a particle is $\epsilon_{n}=\langle n| H_{0}|n\rangle$, where $H_{0}$ is the Hamiltonian of this system. Another assumption we impose is that the particle is only
allowed to hop to its nearest neighbour with a probability of $J=\langle n| H_{0}|n+1\rangle$. So this single particle Hamiltonian with $N$ sites can be written as:

$$
\begin{equation*}
H_{0}=\sum_{n=1}^{N} \epsilon_{n}|n\rangle\langle n|-\sum_{n=1}^{N} J_{n}|n\rangle\langle n+1|=H_{0}^{\dagger} \tag{2.1}
\end{equation*}
$$

where $\epsilon_{n}-\epsilon_{0}$ and $J_{n}=J$ for all $n \in[1, N]$ due to uniformity.
Since we have $N$ sites in our lattice (typically we assume that $N \rightarrow \infty$ ), we form an ansatz to describe a particle in such a lattice as a linear combination of plane wave solutions in site basis:

$$
\begin{equation*}
\left|\psi_{n}\right\rangle=A \sum_{n=1}^{N} c_{n}|n\rangle \tag{2.2}
\end{equation*}
$$

where $k$ is the quasi momentum, $A$ is the normalization constant and $c_{n}=e^{-i k n}$ are the amplitudes of finding the particle on site $n^{1}$. Evaluating the Schrodinger equation, the dispersion relation is calculated to be,

$$
\begin{equation*}
E(k)=\epsilon_{0}-2 J \cos k \tag{2.3}
\end{equation*}
$$



Figure 2.1. Schematic of a lattice with (a) Open boundary condition, (b) Periodic boundary condition.

Fig. 2.1 shows the schematics of lattices with two different boundary conditions. Panel (a) is when the last site is coupled to the first site. With this condition the model represents an infinite lattice with translational invariance. This type can help in understanding lattices which are in the shape of a ring. In this case, from the boundary condition $\left(e^{-i k(N)}=\right.$ $e^{-i k(0)}=1$ ), one can easily calculate the quasi-momentum to be $k=2 p \pi / N$ where $p \in[1, N]$ denotes the energy level index. The normalization constant is $A=\frac{1}{\sqrt{N}}$. Panel (b) shows the

[^1]schematic for a lattice with open boundary conditions. Here the model represents a more realistic scenario since materials have edges where the probability of finding a particle outside is zero, (unless of course there exists a coupling between the environment and the boundary). Most of the lattice examples we deal with in this thesis will possess open boundary conditions. Here we find that $e^{-i k(N+1)}=e^{-i k(0)}=0$, resulting in the quasi-momentum to be $k=$ $p \pi /(N+1)$ where again $p \in[1, N]$ denotes the energy level index. The normalization constant in this case is $A=\sqrt{\frac{2}{N+1}}$ Fig. 2.2(a) show a typical energy dispersion plot for a


Figure 2.2. (a) Dispersion relation of a tight binding lattice with nearest neighbour coupling $J$ and $\epsilon_{0}=0$ (b) Probability distribution of eigenstates of a single particle Hamiltonian describing a tight binding lattice with $N=8$ sites and open boundary condition. Note that the energy axis is independent of the site index and is only there to label the eigenstate to its corresponding energy eigenvalue.
uniform tight binding lattice with $N=8$ sites and $\epsilon_{0}=0$. Panel (b) shows the probability distribution, $\left|\psi_{n, p}\right|^{2}$ of all the eigenstates which due to open boundary conditions simplifies to:

$$
\begin{equation*}
\left|\psi_{n, p}\right\rangle=\sqrt{\frac{2}{N+1}} \sum_{n=1}^{N} \sin \left(\frac{p \pi n}{N+1}\right)|n\rangle \tag{2.4}
\end{equation*}
$$

We shall now explore some tight binding lattice where specific sites interact with the environment and calculate the $\mathcal{P} \mathcal{T}$ symmetry breaking points for these systems in one and two dimensions. These models have been a playground for many researchers studying non-


Figure 2.3. 1D chain : Plots of the eigenspectrum flow for a lattice of $N=20$ sites as a function of the non-Hermiticity strength $\gamma / J$ with the gain-loss sites at the (a) edges i.e. $m_{0}=1$ along with the eigenstates of the Hamiltonian participating in the breaking of $\mathcal{P} \mathcal{T}$-symmetry when (b) $\gamma=0.5 \mathrm{~J}$ and (c) $\gamma=1.2 J$. (c) As the $\gamma / J$ is increased beyond the $\mathcal{P} \mathcal{T}$-threshold ( $\gamma_{\text {th }}=J$ ) the eigenstate distribution no longer possess parity symmetry. A schematic is provided on the left. (d) This is the eigenspectrum flow for when the gain-loss sites are closest to each other i.e. $m_{0}=10$. (e) One such pair is presented here when $\gamma_{t h}=J$ with the feature that not only they have the same eigenvalue but their probability distributions overlap completely. (f) As the non-Hermiticity is increased to $\gamma=1.2 J$ the states with their broken parity symmetry are anti-symmetric to each other.

Hermitian open quantum systems as they offer a numerically solvable simple representation of the $\mathcal{P} \mathcal{T}$-symmetric Hamiltonian.

### 2.1 Non-Hermitian $\mathcal{P} \mathcal{T}$-symmetric chains

Let us recall the Hermitian Hamiltonian from Eq. 2.1 that describes a system of N sites with constant couplings $J$. We now introduce a non-Hermitian potential of the following form:

$$
\begin{equation*}
\Gamma\left(m_{0}, \gamma\right)=i \gamma\left(\left|m_{0}\right\rangle\left\langle m_{0}\right|-\left|\bar{m}_{0}\right\rangle\left\langle\bar{m}_{0}\right|\right)=-\Gamma^{\dagger}, \tag{2.5}
\end{equation*}
$$

where $m_{0}$ is the site of with a $+i \gamma$ potential and $\bar{m}_{0}=N+1-m_{0}$ has a $-i \gamma$ potential, with $\gamma$ denoting the strength of the non-Hermiticity. The new Hamiltonian $H\left(m_{0}, \gamma\right)=H_{0}+\Gamma$ is non-Hermitian but $\mathcal{P} \mathcal{T}$-symmetric. We define the linear parity operator by its action on a state as $\mathcal{P}|n\rangle \rightarrow|N+1-n\rangle$ and anti-linear time reversal operator as : $\mathcal{T}:|n\rangle \rightarrow|n\rangle^{*}$ where $*$ is the complex conjugation operator.

Introducing a complex potential like this means that the norm of the system is not preserved. The system's interaction with the environment is special since the $\pm i \gamma$ on reflection symmetric sites represents balanced gain and loss. This is special because of the following reason. When $\gamma=0$, the Hamiltonian is Hermitian. As the gain-loss strength is increased, the eigenvalues of the $H(\gamma)$ are real and their corresponding eigenstates are simultaneous eigenstates of the $\mathcal{P} \mathcal{T}$ operator until $\gamma=\gamma_{\text {th }}$, where $\gamma_{\text {th }}$ is called the $\mathcal{P} \mathcal{T}$ breaking threshold. At this point depending on whether $N$ is even or odd and the relative position of the gain-loss sites, the two or three levels coalesce. On increasing $\gamma$ more than the threshold, the symmetry is broken and two eigenstates have complex eigenvalues.

Fig. 2.3 exactly depicts this change from closed to open system behaviour for two lattices with $N=20$ sites, first (a)-(c) when $m_{0}=1$ and then (d)-(f) when $m_{0}=10$. The plot in panel (a) shows the flow of the eigenspectrum as a function of the non-Hermiticity $\gamma / J$. Panel (b) shows the eigenstates of the Hamiltonian participating in the breaking of $\mathcal{P} \mathcal{T}$ symmetry when $\gamma=0.5 \mathrm{~J}$ and clearly shows that the states are invariant under parity. (c) Beyond the threshold for $\gamma=1.2 J$, the eigenstate distribution no longer possess parity symmetry. This is the region of broken $\mathcal{P} \mathcal{T}$-symmetry. In panel (d), the eigenspectrum flow for when the gain-loss sites are closest to each other i.e. $m_{0}=10$. This is a special case because at the $\mathcal{P} \mathcal{T}$ breaking threshold, all the states participate in the symmetry breaking as consecutive states coalesce producing $N / 22^{\text {nd }}$ order exceptional points. [46]. (e) One such pair is presented here when $\gamma_{t h}=J$ with the feature that not only they have the same eigenvalue but their probability distributions overlap completely. (f) As the non-Hermiticity is increased to $\gamma=1.2 J$ the states with their broken parity symmetry are anti-symmetric to


Figure 2.4. Schematic of a $\mathcal{P} \mathcal{T}$ symmetric chain with $N_{x}$ sites, strongly coupled to $N_{y}-1$ Hermitian chains of the same length. The gain site (blue) has a potential $+i \gamma$ and its parity-symmetric site (red) has the loss potential $-i \gamma$. The coupling within a chain is $J_{x}$ and the inter-chain coupling is $J_{y}$.
each other ${ }^{2}$. It is worth mentioning that when the lattice has an odd number of sites, the $\mathcal{P T}$ breaking threshold when $m_{0}=N / 2, \gamma_{\text {th }} \rightarrow J / 2$ as $N \rightarrow \infty$.

A feature of $\mathcal{P} \mathcal{T}$ symmetric models with one pair of gain-loss potentials is that the $\mathcal{P} \mathcal{T}$ breaking threshold is proportional to the tunneling amplitude. In principle, the threshold is increased by reducing the distance between the gain and loss sites. Similarly, the $\mathcal{P} \mathcal{T}$ transition threshold is, in principle, increased by making the gain and loss sites closer to each other. Although in practice, the different physical machinery necessary to implement loss in one and gain in the other put serious constraints on the minimum separation between the two sites.

So the question is whether the $\mathcal{P} \mathcal{T}$-threshold can be enhanced beyond $\gamma_{t h} / J=1$. We now show that when strongly coupling the $\mathcal{P} \mathcal{T}$ symmetric chain to a large number of neutral chains, the $\mathcal{P} \mathcal{T}$ symmetry breaking threshold increases by a factor proportional to the total number of coupled chains. The results obtained in this section are a part of the paper we have published [47].

### 2.1.1 Strongly coupled chains

Let us now construct a two-dimensional, finite, tight binding lattice with $N_{x}$ sites along the $x$-direction, $N_{y}$ sites along the $y$-direction, and open boundary conditions as shown in Fig. 2.4. $J_{x}$ and $J_{y}$ denote the nearest-neighbor couplings along the two directions respectively. The gain site potential $+i \gamma$, is located at $\left(m_{0}, n_{0}\right)$ while the loss potential $-i \gamma$, is at reflection-symmetric location $\left(\bar{m}_{0}, n_{0}\right)$ with $\bar{m}_{0}=N_{x}+1-m_{0}$. We can write the Hamiltonian for this system as $H_{P T}=H_{0}+\Gamma$, where the Hermitian tight-binding part and the non-Hermitian part are given by

$$
\begin{align*}
H_{0}= & -J_{x} \sum_{m, n}(|m, n\rangle\langle m+1, n|+\text { h.c. }) \\
& -J_{y} \sum_{m, n}(|m, n\rangle\langle m, n+1|+\text { h.c. })  \tag{2.6}\\
\Gamma= & +i \gamma\left(\left|m_{0}, n_{0}\right\rangle\left\langle m_{0}, n_{0}\right|-\left|\bar{m}_{0}, n_{0}\right\rangle\left\langle\bar{m}_{0}, n_{0}\right|\right), \tag{2.7}
\end{align*}
$$

where $|m, n\rangle$ denotes a state localized at lattice site $(m, n)$. The parity operator is given by $\mathcal{P}:(m, n) \rightarrow(\bar{m}, n)$ and time reversal operator is defined by $\mathcal{T}=*$. We find the eigenvalues and eigenvectors of $H_{0}\left(J_{x}, J_{y}\right)$ to be,

$$
\begin{align*}
\Psi_{p, q}(m, n) & \equiv\left\langle m, n \mid k_{p}, k_{q}\right\rangle=A \sin \left(k_{p} m\right) \sin \left(k_{q} n\right),  \tag{2.8}\\
E_{p, q} & =-2 J_{x} \cos k_{p}-2 J_{y} \cos k_{q}, \tag{2.9}
\end{align*}
$$

where $k_{p}=p \pi /\left(N_{x}+1\right)$ and $k_{q}=q \pi /\left(N_{y}+1\right)$ are the dimensionless quasimomenta consistent with open boundary conditions, $1 \leq p \leq N_{x}, 1 \leq q \leq N_{y}$, and the normalization constant is given by $A=2 / \sqrt{\left(N_{x}+1\right)\left(N_{y}+1\right)}$.

In this project, we focused on the strongly coupled chains, i.e. $J_{y} / J_{x} \gg 1$. In this limit, the spectrum in Eq.(2.9) has $N_{y}$ energy bands, with each band comprising $N_{x}$ eigenvalues spread over a width $\sim 4 J_{x}$. Therefore, in the following, we will use the label $p$ to denote the level index within a band and $q$ to denote the band index. This separation of the spectrum

[^2]into bands and levels within a band is valid when the bands do not overlap, and we will consider chains where this criterion is satisfied.

### 2.1.2 Numerical calculation of the $\mathcal{P} \mathcal{T}$ threshold

The results we obtain for $\gamma_{\text {th }}\left(m_{0}, n_{0}\right)$ are found by exact diagonalization of the $\mathcal{P} \mathcal{T}$ symmetric Hamiltonian, $H_{P T}$. Figure 2.5 shows the behavior of $\gamma_{\text {th }}$ as a function of the relative gain position $\mu=2 m_{0} / N_{x}$ when the gain site is on the top chain, i.e. $n_{0}=1$. These results are for $J_{y} / J_{x}=20$. Panel (a) shows the results for an even chain with $N_{x}=26$ sites. When the number of chains is $N_{y}=1$, the threshold shows the characteristic U-pattern as a function of location of the gain site [48]. When the number of chains increases to $N_{y}=\{6,13\}$, the maximum value of the threshold increases monotonically with it. Recall that this maximum occurs when the gain-loss potentials are farthest apart, i.e. $m_{0}=1$, or nearest neighbors, i.e. $m_{0}=N_{x} / 2$. The maximum threshold $\gamma_{\text {th }}\left(m_{0}=1\right) / J_{x}$ scales linearly with the number of horizontal chains $N_{y}$ up to a point, $N_{y} \lesssim 15$. These results are valid for all strongly coupled chains with an even number of lattice sites.

Figure 2.5(b) shows the results for an odd, $N_{x}=27$ lattice with $J_{y} / J_{x}=20$ and relative gain position $\mu=2 m_{0} /\left(N_{x}-1\right)$. For a single chain, the threshold $\gamma_{\text {th }}\left(m_{0}\right)$ shows the characteristic U-shape where the threshold for the nearest gain-loss location, $m_{0}=\left(N_{x}-\right.$ 1) $/ 2$, is half of that for the farthest gain and loss, $m_{0}=1$ [48]. As the number of chains $N_{y}$ is increased, the threshold $\gamma_{\text {th }}\left(m_{0}\right)$ increases in a proportionate manner. Fig. 2.5(d) shows the linear dependence of the largest threshold $\gamma_{\text {th }}\left(m_{0}=1\right) / J_{x}$ on the number of chains. When $N_{y} \gtrsim 14$ this linear relationship breaks down, as it does in Fig. 2.5(b). These results are valid for all strongly coupled chains with an odd number of lattice sites.

Notice that in Figs. 2.5, panels (b) and (d) the scaling of the $\mathcal{P} \mathcal{T}$ threshold breaks down as $N_{y}$ is increased. This breakdown is due to the finite values of $J_{y} / J_{x}$ used in the calculations. We find that the scaling is only valid in the "strong coupling" regime which we defined by enforcing that the energy bands do not overlap. We were able to calculate that for a large


Figure 2.5. Dependence of the $\mathcal{P} \mathcal{T}$-breaking threshold $\gamma_{\text {th }}\left(m_{0}\right) / J_{x}$ on the relative gain position $\mu=2 m_{0} / N_{x}$ and the number of horizontal chains $N_{y}$ for (a) even lattice with $N_{x}=26$ and (c) odd lattice with $N_{x}=27$. The couplings are $J_{y} / J_{x}=20$. For a single chain, $\gamma_{\text {th }}\left(m_{0}\right)$ shows the characteristic U-shape. As $N_{y}$ is increased, the $\mathcal{P} \mathcal{T}$-threshold increases as well. The graphs in panel (b) and (d) show that the maximum value of the threshold, found for $m_{0}=1$, increases linearly with the number of chains.
number of chains $N_{y} \gg 1$, in the strong coupling limit, the $\mathcal{P} \mathcal{T}$ breaking threshold for $N_{y}$ coupled chains is strongly renormalized. For open boundary conditions, Fig. 2.5, we get

$$
\begin{equation*}
\lim _{N_{y} \gg 1} \gamma_{\mathrm{th}}\left(m_{0}, N_{y}\right)=\left(\frac{N_{y}+1}{2}\right) \gamma_{\mathrm{th}}\left(m_{0}, N_{y}=1\right), \tag{2.10}
\end{equation*}
$$

### 2.1.3 Results for small systems

Let us now consider some experimentally accessible system sizes with 2-3 chains, i.e. $N_{y}=\{2,3\}$, and with two or three sites in each chain, $N_{x}=\{2,3\}$, and small to moderate
coupling ratio $J_{y} / J_{x} \sim O(1)$. Fig. 2.6(a) shows a gain-loss dimer (strongly) connected to a neutral dimer. The $4 \times 4$ Hamiltonian for such a system is given by

$$
\begin{equation*}
H_{4}(\gamma)=\left(-J_{x} \sigma_{x}+i \gamma \sigma_{z}\right) \otimes \mathbf{1}_{2}+\mathbf{1}_{2} \otimes\left(-J_{y} \sigma_{x}\right) \tag{2.11}
\end{equation*}
$$

It is straightforward to obtain the particle-hole symmetric eigenvalues

$$
\begin{equation*}
\lambda_{k}= \pm\left[J_{x}^{2}+J_{y}^{2}-\frac{\gamma^{2}}{2} \pm \frac{1}{2} \sqrt{\gamma^{4}+16 J_{x}^{2} J_{y}^{2}-4 \gamma^{2} J_{y}^{2}}\right]^{1 / 2} \tag{2.12}
\end{equation*}
$$

The $\mathcal{P} \mathcal{T}$ transition threshold $\gamma_{\text {th }} / J_{x}$ can be analytically obtained from Eq.(2.11). Depending on the ratio $J_{y} / J_{x}$ the pair of eigenvalues, among the four given in Eq.(2.12), that drive the $\mathcal{P} \mathcal{T}$ breaking transition varies. This variation gives rise to the three distinct functional forms for the threshold function $\gamma_{\text {th }}\left(J_{y}\right)$ seen in Fig. 2.6(a). In a similar spirit, we also consider a $\mathcal{P} \mathcal{T}$ dimer connected to two neutral dimers, and a $\mathcal{P} \mathcal{T}$ trimer connected to one or two neutral trimers.


Figure 2.6. $\mathcal{P} \mathcal{T}$ threshold dependence on coupling to neutral sites shown by blank circles; the gain-site is shown in blue and the loss-site is shown in red. (a) $\gamma_{\text {th }} / J_{x}$ for a $\mathcal{P} \mathcal{T}$-neutral dimer system is tripled from its single-dimer value when $J_{y} / J_{x}=2$, and saturates to two in the strong coupling limit, $J_{y} / J_{x} \gg 1$. (b) for three dimers, the threshold is more than doubled near $J_{y} / J_{x} \sim 2$ and saturates to two for $J_{y} / J_{x} \gg 1$. Corresponding results for a (c) $\mathcal{P} \mathcal{T}$-neutral trimer system, and (d) a three-trimers system. In all cases, the threshold is more than doubled even at moderate values of $J_{y} / J_{x} \gtrsim 2$.

Figure 2.6(a) schematically shows the dependence of the threshold $\gamma_{\text {th }} / J_{x}$ on the ratio of coupling strengths $J_{y} / J_{x}$ for a $\mathcal{P} \mathcal{T}$-neutral dimer system. Starting from unity, the dimensionless threshold $\gamma_{\mathrm{th}} / J_{x}$ decreases to zero for the symmetrical configuration, i.e. $J_{y}=J_{x}$, but then rises rapidly to three when $J_{y}=2 J_{x}$. As the asymmetry increases, $J_{y} / J_{x} \gg 1$, the threshold saturates to two. Results for one $\mathcal{P} \mathcal{T}$ dimer with two neutral dimers are shown in panel (b). When the $\mathcal{P} \mathcal{T}$ dimer is in the middle, the threshold is first suppressed to zero, and then rises to three when $J_{y} / J_{x}=\sqrt{2}$ (solid blue line). In contrast, when the $\mathcal{P} \mathcal{T}$ dimer is on top, the threshold vanishes at two different coupling strengths, and reaches a maximum near $J_{y} / J x=2$ (dot-dash red line). In both configurations, the threshold saturates to $\gamma_{\text {th }} / J_{x}=2$ in the strong coupling limit.

Figures 2.6(c) shows the corresponding results for a $\mathcal{P} \mathcal{T}$ trimer. When connected to another neutral trimer (top panel), the threshold $\gamma_{\text {th }} / J_{x}$ first decreases down to zero, then increases, and saturates to $\gamma_{\mathrm{th}} / J_{x}=2 \sqrt{2}=2 \gamma_{\mathrm{th}}\left(J_{y}=0\right)$. When we have two neutral trimers (bottom panel), the threshold shows a qualitatively similar behavior. The results in Fig. 2.6 show that the $\mathcal{P} \mathcal{T}$ transition threshold in experimentally realizable configurations is dramatically changed by coupling the $\mathcal{P} \mathcal{T}$-dimer or $\mathcal{P} \mathcal{T}$-trimer to neutral sites.

In conclusion, these results show that highly asymmetrical, two-dimensional lattice models, with a few balanced gain and loss sites, give rise to a strong renormalization of the $\mathcal{P} \mathcal{T}$ symmetry breaking threshold. These results show an interesting and novel wave to change the $\mathcal{P} \mathcal{T}$ symmetry breaking thresholds from zero to a factor of two to three times the dimer coupling by simply changing the inter-dimer coupling.

### 2.2 A brief introduction to topological superconductors

Let us now explore the non-Hermitian version of a model that has received a lot of attention in recent year due to its application to quantum computing. In these sections of this chapter, we investigate the variation of the $\mathcal{P} \mathcal{T}$-symmetry breaking threshold in a celebrated toy model for a topological superconductor called the Kitaev chain model with one pair of gain-loss potentials on reflection symmetric sites. The Kitaev chain is intuitively constructed to host the so-called Majorana fermions. In the past decade there has been a race to observe these elusive particles, because in principle, they could serve as viable and robust candidates for a quantum bit; the building block for a quantum computer. A Majorana particle is, by design, a superposition of Dirac fermions, i.e. a fermion constructed from a electron-hole pair. This superposition is defined such that the particle is its own antiparticle. By this definition, they must have zero energy. Conversely, a Dirac fermion can be assumed to a superposition of two Majorana particles. Since this seems like a mathematical construction, the question is if one can separate these Majoranas far enough to probe them.

One innovative design is done on a finite 1D tight-binding chain that couples the Majorana particles on the nearest neighbor sites. This leaves the Majoranas on the edges uncoupled which are highly localized, robust modes with zero energy of this open chain. Kitaev's model is a way to build a one dimensional p-wave superconductor with topological properties.

### 2.3 Understanding the Kitaev Hamiltonian

The Kitaev model of a one dimensional, p-wave superconducting chain with $N$-sites and open boundary conditions is described by the following Hermitian Hamiltonian,

$$
\begin{align*}
H_{0} & =-\mu \sum_{n=1}^{N} c_{n}^{\dagger} c_{n}-J \sum_{n=1}^{N-1}\left(c_{n}^{\dagger} c_{n+1}+\text { h.c. }\right) \\
& +\sum_{n=1}^{N-1}\left(\delta e^{i \Phi} c_{n} c_{n+1}-\text { h.c. }\right) \tag{2.13}
\end{align*}
$$

Here $c_{n}^{\dagger}$ and $c_{n}$ are fermionic creation and annihilation operators for site $n$ in the chain, $\mu$ is the on-site potential, $J>0$ is the nearest-neighbor hopping strength, and $\delta>0$ is the
amplitude of the (p-wave) superconducting coupling for a Cooper pair that is localized across neighboring sites [49].

The fermionic creation and annihilation operators can be written in terms of the Majorana operators as

$$
\begin{align*}
& c_{n}^{\dagger}=\frac{e^{i \Phi / 2}}{2}\left(a_{2 n-1}+i a_{2 n}\right),  \tag{2.14}\\
& c_{n}=\frac{e^{-i \Phi / 2}}{2}\left(a_{2 n-1}-i a_{2 n}\right) . \tag{2.15}
\end{align*}
$$

The Majorana operators satisfy the anticommutator relation $\left\{a_{i}, a_{j}\right\}=0$. The global phase, $\Phi$, of the superconducting order parameter is fixed at $\pi / 2$ to ensure that Eq.(2.13) is paritytime symmetric, with the parity operator given by $\mathcal{P}: c_{n} \rightarrow c_{\bar{n}}$ where $\bar{n}=N+1-n$ is the mirror-symmetric counterpart of site $n$ and the time-reversal operator is given by complex conjugation, $\mathcal{T}=*$. The Majorana operators follow the anti-commutation relation $\left\{a_{i}, a_{j}\right\}=2 \Delta_{i, j}$ where $\Delta_{i, j}$ is the Kroneker delta function.

Additionally, the Hamiltonian with the Majorana operators looks like:

$$
\begin{align*}
H_{0}^{M}= & -\frac{\mu}{2} \sum_{n=1}^{N}\left(1+i a_{2 n-1} a_{2 n}\right)-\frac{i}{2} \sum_{n=1}^{N-1}(J+\delta) a_{2 n} a_{2 n+1} \\
& +\frac{i}{2} \sum_{n=1}^{N-1}(J-\delta) a_{2 n-1} a_{2 n+2} . \tag{2.16}
\end{align*}
$$

Note that for the case $\mu=0, J=\delta$, the Hamiltonian is $H_{0}^{M}=-i J \sum_{n=1}^{N-1} a_{2 n} a_{2 n+1}$; as a result half of the modes have degenerate energy equal to $+J$ and the other half will have energy $-J$. There remain two unpaired operators, $a_{1}$ and $a_{2 N}$, which commute with the Hamiltonian, implying that these modes have zero energy. These are called Majorana zero modes (MZM).

We rewrite Eq.(2.13) by using the Bogoliubov-de Gennes representation in terms of the operator-vector $\Psi=\left(c_{1}, c_{1}^{\dagger}, c_{2}, c_{2}^{\dagger} \ldots c_{N}, c_{N}^{\dagger}\right)^{T}$ as $H_{0}=\Psi^{\dagger} H_{\mathrm{BdG}} \Psi$ where the $2 N \times 2 N$ matrix $H_{\text {BdG }}$ in the site-representation, with open boundary conditions, is given by

$$
\begin{align*}
H_{\mathrm{BdG}}= & -\frac{\mu}{2} \sum_{n=1}^{N}|n\rangle\langle n| \otimes \sigma_{z} \\
& -\frac{J}{2} \sum_{n=1}^{N-1}(|n\rangle\langle n+1|+|n+1\rangle\langle n|) \otimes \sigma_{z} \\
& +\frac{i \delta}{2} \sum_{n=1}^{N-1}(|n\rangle\langle n+1|-|n+1\rangle\langle n|) \otimes \sigma_{x} \tag{2.17}
\end{align*}
$$

where $\sigma_{x}, \sigma_{z}$ are Pauli matrices. For a chain with periodic boundary conditions, translational invariance allows us to transform the site-space Hamiltonian (2.17) into momentum space, $\tilde{H}_{\mathrm{BdG}}=U H_{\mathrm{BdG}} U^{\dagger}$ with a unitary

$$
\begin{equation*}
U=\frac{1}{\sqrt{N}} \sum_{k, n=1}^{N} e^{-i\left|p_{k}\right\rangle\langle n|} \otimes\left(e^{i \pi / 4} 1_{2}+e^{-i \pi / 4} \sigma_{z}\right) \tag{2.18}
\end{equation*}
$$

The block-diagonalized momentum-space Hamiltonian is given by $\tilde{H}_{\mathrm{BdG}}=\sum_{k=1}^{N} h\left(p_{k}\right)\left|p_{k}\right\rangle\left\langle p_{k}\right|$ where $p_{k}=2 \pi k / N$ are the discrete quasimomenta for a finite chain and

$$
h(p)=\left(\begin{array}{cc}
-J \cos p-\mu / 2 & -i \delta \sin p  \tag{2.19}\\
i \delta \sin p & J \cos p+\mu / 2
\end{array}\right)
$$

The bulk energy spectrum of the Hamiltonian $\tilde{H}_{\text {BdG }}$ is given by

$$
\begin{equation*}
E_{ \pm}(p)= \pm \sqrt{(J \cos p+\mu / 2)^{2}+\delta^{2} \sin ^{2} p} \tag{2.20}
\end{equation*}
$$

and it shows that in the limit of an infinite chain, $N \gg 1$, the gap in the spectrum vanishes at $p=\pi$ when $\mu=2 J$. For the finite chain, the spectrum Eq.(2.20) is symmetric about $\delta=0$ because $H_{\mathrm{BdG}}(-\delta)=\mathcal{S} H_{\mathrm{BdG}}(\delta) \mathcal{S}^{\dagger}$ with a unitary operator $\mathcal{S}=\mathbb{1}_{N} \otimes \sigma_{z}$. When the coupling between the first and the last sites is continuously reduced to zero, i.e. boundary conditions are changed from periodic to open. In the zero chemical potential limit, Majorana zero-modes (fermionic excitations) appear localized on the edges of the chain. These edge
modes are robust when gain-loss potentials are introduced on random sites [50] or on parity symmetric sites with disorder [51].

## $2.4 \mathcal{P} \mathcal{T}$-symmetric Kitaev chain

Recently there has been a number of studies in the setting of topological superconductors with non-Hermitian $\mathcal{P} \mathcal{T}$-symmetric potentials [50]-[58]. These studies explore the effects of non-Hermiticity on these edge states which are characterized by zero energy. The Kitaev chain with a pair of $\mathcal{P} \mathcal{T}$-symmetric potentials at the edges have been studied in [50], [51], [55], [56]. The result is the emergence of an additional pair of edge state with a nonzero energy eigenvalue[51]. In another study it was reported that the zero energy of these (Majorana) edge states remain unperturbed unless the $\mathcal{P} \mathcal{T}$ potentials are imposed on the unpaired Majorana sites on the edges of an open Kitaev chain [50]. Jin and Song show that for a finite size Kitaev chain, the non-Hermitian coupling potentials on the edges generate a pair of coalescing $\mathcal{P} \mathcal{T}$-symmetry breaking modes with zero energy beyond the topological phase transition point, suggesting a non-Hermitian extension to the topological properties of the Kitaev chain. The energy eigenvalues of these states are real in the topological trivial phase(TTP) and become imaginary-energy modes in the topological non-trivial phase(TNP) [56].

In contrast to these studies on the Majorana edge modes, we focused on the variation of the $\mathcal{P} \mathcal{T}$-breaking threshold $\gamma_{\mathrm{th}}\left(m_{0}, N\right)$ with the location $m_{0}$ of the gain potential in a Kitaev chain of size $N$. These results are a part of our published paper [59].

Recall the Hermitian Kitaev Hamiltonian from Eq. 2.17. To this toy model with open boundary conditions (OBC), we add a pair of balanced gain/loss potentials $\pm i \gamma$ at mirror symmetric sites $m_{0}$ and $\bar{m}_{0}$,

$$
\begin{equation*}
i \Gamma=\frac{i \gamma}{2}\left(\left|m_{0}\right\rangle\left\langle m_{0}\right|-\left|\bar{m}_{0}\right\rangle\left\langle\bar{m}_{0}\right|\right) \otimes \sigma_{z} \tag{2.21}
\end{equation*}
$$

and thereby get a non-Hermitian, $\mathcal{P} \mathcal{T}$-symmetric Kitaev chain Hamiltonian

$$
\begin{equation*}
H_{\mathrm{K}}(\gamma, \delta, \mu)=H_{\mathrm{BdG}}+i \Gamma \tag{2.22}
\end{equation*}
$$



Figure 2.7. Schematic representation of a Kitaev model with one pair of gain and loss potentials, Eq.(2.22). Two chains (gray and white) with detuned potentials $\pm \mu$ have nearest neighbor Hermitian tunneling amplitudes $\pm J$, and next-nearest-neighbor Hermitian amplitudes $\pm i \delta$. Due to the presence of two degree of freedom on each site [60], the potential $i \gamma$ on site $m_{0}$ acts as gain (red) for one and loss (blue) for the other. This schematic can be realized with coupled resonator rings where one can engineer complex, Hermitian tunneling amplitudes.

Fig. 2.7 shows a schematic representation of a lattice model described by Eq.(2.22). Although the original model refers to a many-body fermionic system with two bands, in its "single-particle" form, Eq.(2.22), it can be interpreted as two detuned coupled chains with Hermitian nearest-neighbor couplings $\pm J$ and Hermitian, purely imaginary, next-nearestneighbor couplings $\pm i \delta[60]$. The gain potential on site $m_{0}$, given by $(i \gamma / 2)\left|m_{0}\right\rangle\left\langle m_{0}\right| \otimes \sigma_{z}$, then stands for gain in one chain and loss in the second chain. This representation of the $\mathcal{P} \mathcal{T}$-symmetric Kitaev model can be experimentally implemented in resonator arrays where real and purely imaginary tunneling amplitudes can be easily engineered. In the next section we explore the global phase diagram for the $\mathcal{P} \mathcal{T}$-symmetry breaking threshold $\gamma_{\text {th }}\left(m_{0}, \delta, \mu\right)$.

### 2.4.1 $\mathcal{P} \mathcal{T}$-threshold Results

The results presented in this section are obtained by diagonalizing $H_{\mathrm{K}}$ or $H_{\mathrm{BdG}}$ for Kitaev chains of size $N=20$ (Fig. 2.8) and $N=21$ (Fig. 2.9). They remain qualitatively same for larger chain sizes, and the differences between even and odd parity chains persist in the large $N$ limit, as they do for a simple tight-binding model. All energy scales are measured in units of the tight-binding coupling $J=1$. Figures 2.8(a)-(d) show the the energy eigenvalues $E_{n}$ for a Hermitian Kitaev chain as a function of the superconducting order parameter $\delta / J$. In the trivial case, when $\delta=0=\mu$, we get the cosine-band of a tight-binding model. As the
detuning $\delta$ is increased from (a) to (d), the two bands become well-separated. On the other hand, at a fixed detuning, when $\delta$ is increased, the bands develop fan-like linear dispersion, leading to massively degenerate flat bands at $\delta / J=1$ at zero detuning. As the detuning is increased from $\mu=0$, the system develops two crossing points (shown by blue circles in (b)). We also note that zero-energy states are present when $\mu<2 J$. At $\mu / J=2$, the superconducting gap closes marking a phase transition to the topologically trivial phase. Here the mid-gap states become a part of the bulk. When $\mu$ is increased further, Fig. 2.8(d), the system is in the trivial superconducting phase and energy spectrum is gapped. The topological, edge-localized zero energy states only occur when $\mu \leq 2 J$. At $\mu=0$, these zeroenergy states are fully localized on the end sites. When $\mu$ is increased, these states extend into the bulk of the chain, with an exponentially decaying probability density [57], [58]. The Hermitian, (near or exact) degeneracies of the Hamiltonian $H_{\text {BdG }}$ play an important role in determining the threshold gain-loss strength $\gamma_{\text {th }}$ when a pair of gain-loss potentials is introduced at mirror symmetric sites.

Figures 2.8(e)-(h) show the numerically determined $\mathcal{P} \mathcal{T}$-symmetry breaking threshold $\gamma_{\text {th }}$ for the $N=20$ chain as a function of $m_{0}$ and superconducting order parameter $\delta$. When $\mu / J=0$ (panel e), we see that $\gamma_{\mathrm{th}}\left(m_{0}, \delta\right)$ has the characteristic U-shaped behavior [47], [48] when $\delta=0$ and becomes mostly zero for intermediate locations $m_{0} \sim N / 4$. When $m_{0}=1$, i.e. when the gain-loss locations are farthest apart, the $\mathcal{P} \mathcal{T}$ threshold is maximized to $\gamma_{\text {th }}=J$, and reflects the non-local robustness that is ubiquitous for systems with open boundary conditions [21], [48]. In this case, the states that participate in the $\mathcal{P} \mathcal{T}$-breaking process are the mid-band states. As $m_{0}$ is increased, the threshold decreases and it rises back to $\gamma_{\text {th }}=J$ when the gain and loss locations are nearest neighbors, i.e $m_{0}=N / 2$. In this situation, all eigenvalues simultaneously and pairwise become complex, giving rise to maximal $\mathcal{P} \mathcal{T}$-symmetry breaking [46].

In contrast to the variation with $m_{0}$, we find that when the superconducting order parameter $\delta$ is varied, for most locations $m_{0}$, the $\mathcal{P} \mathcal{T}$-threshold is uniformly suppressed from its $\delta=0$ value. The exception is the region $m_{0} \sim 1$, where, as $\delta$ is increased, we see that the $\mathcal{P} \mathcal{T}$ threshold at $\delta=J$ is double its $\delta=0$ value [51], where the flat bands occur; see Fig. 2.8(a). As $\delta$ is increased further, the threshold dips to zero and then increases reaching a steady,


Figure 2.8. Energy eigenvalues (in units of $J$ ) of an $N=20$ site Hamiltonian $H_{\text {BdG }}(\delta)$, Eq.(2.17) as a function of detuning. (a) $\mu / J=0$, (b) $\mu / J=1$ have topological edge modes, while the system is in the topologically trivial phase at (c) $\mu / J=2$ and (d) $\mu / J=3$. Corresponding $\mathcal{P} \mathcal{T}$ threshold values $\gamma_{\text {th }} / J$ obtained from the Hamiltonian $H_{\mathrm{K}}$, Eq.(2.22) are plotted as a function of the gain location $m_{0} \in[1, N / 2]$ and the superconducting order parameter $\delta / J$ : (e) $\mu / J=0$, (f) $\mu / J=1$, (g) $\mu / J=2$ (h) $\mu / J=3$. Most of these features can be understood in terms of Hermitian band structure, panels a-d.
$\delta$-independent value of $\gamma_{\text {th }}=J / 2$. As the detuning $\mu$ is increased from zero, Fig. 2.8(f), there is an overall suppression of the $\mathcal{P} \mathcal{T}$-breaking threshold $\gamma_{\text {th }}$ although the characteristic U-shape behavior as a function of $m_{0}$ and the non-monotonic behavior as a function of $\delta$ for farthest gain-loss potentials are both retained. These qualitative trends continue for $\mu \leq 2 J$, i.e. when the system is in the topological phase.

When the detuning is large, $\mu>2 J$, the system enters into a trivial superconducting phase with no edge localized states, (g) and (h). In this regime, the system consists of two separated bands, and therefore the $\mathcal{P} \mathcal{T}$-threshold does not sensitively depend on the detuning. On the other hand, when gain and loss are on nearest neighbor sites, $m_{0}=N / 2$, the threshold is suppressed to zero for $\delta \sim 2 J$. This is explained by the level crossings that occur near band edges; see Figs. 2.8(c) and (d).

Figure 2.9 shows corresponding, representative results for a chain with $N=21$ sites. Panels (a)-(d) shows the dispersion of the Hermitian Kitaev chain as a function of $\delta / J$ for


Figure 2.9. Energy eigenvalues (in units of $J$ ) of an $N=21$ site Hamiltonian $H_{\text {BdG }}(\delta)$, Eq.(2.17) as a function of detuning. (a) $\mu / J=0$, (b) $\mu / J=1$ have mid-gap states with zero energy, but these are not topological. (c) $\mu / J=2$ and (d) $\mu / J=3$ show emergence of a gapped spectrum. Corresponding $\mathcal{P} \mathcal{T}$ threshold values $\gamma_{\text {th }} / J$ obtained from the Hamiltonian $H_{\mathrm{K}}$, Eq.(2.22) are plotted as a function of the gain location $m_{0} \in[1,(N-1) / 2]$ and the superconducting order parameter $\delta / J:$ (e) $\mu / J=0$, (f) $\mu / J=1$, (g) $\mu / J=2$ (h) $\mu / J=3$. Due to the absence of topological edge modes, the $\mathcal{P} \mathcal{T}$ threshold behavior at $\mu=0$ is markedly different from that of an even chain, Fig. 2.8(e). At nonzero detuning, the threshold is non-monotonically suppressed with increasing $\delta$.
increasing detuning values. At zero detuning, panel (a), the band structure looks similar to that in Fig. 2.8(a), but with a key difference: there is no degenerate pair of topological zero energy states. As $\mu$ is increased, the qualitative evolution of the band structure is similar to that of an even Kitaev chain, with the band gap closing at $\mu=2 J$ and well-separated two-band structure at higher detuning values. Panel (e) shows the $\mathcal{P} \mathcal{T}$ threshold $\gamma_{\text {th }} / J$ as a function of the gain location $m_{0}$ and the superconducting order parameter $\delta / J$. Near $\delta=0$, we recover the characteristic U-shaped behavior with a robust threshold $\gamma_{\text {th }} \sim J$ when $m_{0}=1$, i.e. the farthest gain and loss pairs. In contrast, for closest gain-loss locations, i.e. $m_{0}=(N-1) / 2$, the threshold reaches $\gamma_{\text {th }} \sim J / 2$ [46], [48]. This behavior is seen across the entire range of $\mu / J$; panels (f)-(h).

In a sharp contrast, the behavior of the threshold $\gamma_{\mathrm{th}} / J$ as a function of the superconducting order parameter $\delta / J$ is markedly different for the zero detuning case, panel (e), vs. the nonzero detuning case, panels (f)-(h). For the latter, the threshold shows a nonmonotonic suppression of $\gamma_{\text {th }}$ with increasing $\delta / J$. When $\mu=0$, on the other hand, we see that the $\gamma_{\text {th }}$ increases with $\delta / J$, thereby strengthening the $\mathcal{P} \mathcal{T}$-symmetric phase. We emphasize that when $m_{0}=1$-gain and loss localized on the end sites-this enhancement occurs even at $\delta / J=1$. Recall that at $\delta / J=1$, the Hermitian band structure forms flat bands (Figs. 2.8a, 2.9a), leading to a zero threshold irrespective of $m_{0}$ in the even chain, Fig. 2.8e.

To get better insights into the rich structure of the $\mathcal{P} \mathcal{T}$ threshold, we consider the behavior of $\gamma_{\text {th }} / J$ for nearest-neighbor gain-loss potentials, $m_{0}=N / 2$, as a function of $\mu / J$ and $\delta / J$ for an $N=20$ site chain (Fig. 2.10(a)). Apart from the nonzero threshold that occurs in the limit of a non-superconducting, tight-binding chain $(\delta=0)$ for any detuning, we see that $\gamma_{\text {th }}=0$ for large $\delta$ for any $\mu$, and there is beak-shaped region in the $\mu-\delta$ plane with a positive $\mathcal{P} \mathcal{T}$ threshold. In the magnified view of the region at small $\delta / J<1$ (Fig. 2.10(b)), we see significant variations in the $\mathcal{P} \mathcal{T}$ threshold as we sweep across $\mu / J$. These threshold "dips" occur at values of $\mu / J$ where the lowest energy levels in the bulk become degenerate. The white dashed line in Fig. 2.10(a), separating the zero-threshold region from the positivethreshold regions, is described by equation $\alpha \mu J+\left|J^{2}-\delta^{2}\right|$ where $\alpha \sim 0.5$ is an $N$-dependent constant. The region $0<\mu / J<2,<\delta / J<1$ enveloped in the $\mathcal{P} \mathcal{T}$ phase boundary shows many ripples with $\gamma_{\text {th }}>0$ but it decays to zero in the thermodynamic limit.

We remind the reader that in the $\delta=0$ tight-binding case with nearest-neighbor gain-loss potentials, all states contribute pairwise to the $\mathcal{P} \mathcal{T}$-symmetry breaking [46]. In contrast, in the current set up, only the states near the band edges become degenerate and then complex conjugate. In order to find the asymptotic behavior of the zero-threshold line, we turn to the Hermitian band structure, Eq. 2.20. A zero threshold is a result of degeneracy in the


Figure 2.10. (a) $\mathcal{P T}$-symmetry threshold for a chain with $N=20$ and $m_{0}=N / 2$. The white dashed line, separating the zero-threshold region from the nonzero-threshold region, is empirically fit by equation $\alpha \mu J+\left|J^{2}-\delta^{2}\right|=$ 0 where $\alpha \rightarrow 0.5$ as $N \rightarrow \infty$; at $N=20$, we find that $\alpha=0.53$. This functional dependence can be obtained by requiring that two adjacent levels in the Hermitian band-structure become degenerate to get $\gamma_{\text {th }}=0$. (b) closeup of the boxed region near the origin shows multiple ripples in $\gamma_{\text {th }}$.
consecutive levels, i.e. $E\left(q_{k}\right)=E\left(q_{k-1}\right)$ where $q_{k}=\pi k /(N+1)$ are the lattice quasimomenta consistent with open boundary conditions. Simplifying the degeneracy criterion gives

$$
\begin{align*}
& a_{1} \mu J+a_{2}\left(J^{2}-\delta^{2}\right)=0,  \tag{2.23}\\
& a_{1}=\cos \left(q_{k}\right)-\cos \left(q_{k-1}\right),  \tag{2.24}\\
& a_{2}=a_{1}\left[\cos \left(q_{k}\right)+\cos \left(q_{k-1}\right)\right] . \tag{2.25}
\end{align*}
$$

Defining $\alpha=a_{1} /\left|a_{2}\right|$, we obtain an analytical expression for asymptotic value of $\alpha$. From the energy spectra in Figs. 2.8 (a)-(d) and numerical analysis, it follows that regions near $q \sim 0, \pi$ contribute giving $\alpha \rightarrow 0.5$ in the limit $N \rightarrow \infty$.


Figure 2.11. $\mathcal{P} \mathcal{T}$ threshold for an $N=5$ chain. (a) Schematic of $N=5$ chain with $m_{0}=1$. (b)-(c) Flow of real part of eigenavalues of the $N=5$ chain as a function of $\gamma$ for farthest gain-loss locations (far left) shows that $\mathcal{P} \mathcal{T}$ breaking occurs at an EP3 and the threshold increases monotonically with the superconducting order parameter $\delta$. (d) $\gamma_{\text {th }}(\mu, \delta)$ shows behavior consistent with Fig. 2.10 including a contour of zero threshold given by $\alpha \mu J+\left|J^{2}-\delta^{2}\right|=0$.
(e) Schematic of $N=5$ chain with $m_{0}=2$. (f)-(g) Corresponding results for closest gain-loss locations, $m_{0}=2$, show that $\mathcal{P} \mathcal{T}$-breaking occurs at an EP2, and the threshold varies non-monotonically with $\delta$. (h) $\gamma_{\text {th }}(\mu, \delta)$ map shows features similar to those in panel (d). The white-daashed line is zero-threshold contour given by $\alpha \mu J+\left|J^{2}-\delta^{2}\right|=0$ with $\alpha=1.6$.

Next, to understand the global behavior of the $\mathcal{P} \mathcal{T}$ threshold $\gamma_{\text {th }}\left(m_{0}, \mu, \delta\right)$ in an odd chain, we look towards the smallest nontrivial case with zero detuning, i.e. $N=5$ and $\mu=0$. When $m_{0}=1$, the doubly-degenerate energy spectrum is analytically tractable and is given by

$$
\begin{equation*}
E_{n}=\frac{\mp 1}{2 \sqrt{2}}\left[4\left(J^{2}+\delta^{2}\right)-\gamma^{2} \pm \sqrt{4\left(J^{2}-\delta^{2}\right)^{2}+\gamma^{4}}\right]^{1 / 2}, \tag{2.26}
\end{equation*}
$$

along with two (degenerate) zero eigenvalues, $E_{5,6}=0$. As $\gamma$ is increased, the energy levels $E_{3,4}=-E_{7,8}$ first approach each other, merge with the zero-levels, and then become
complex conjugate, thereby giving rise to an exceptional point of order three (EP3). The $\mathcal{P} \mathcal{T}$-threshold in this case is given by

$$
\begin{equation*}
\gamma_{\mathrm{th}}(1)=J\left[\frac{3\left(\delta^{2}+J^{2}\right)^{2}+4 \delta^{2} J^{2}}{2 J^{2}\left(\delta^{2}+J^{2}\right)}\right] \tag{2.27}
\end{equation*}
$$

A similar analysis for the case with next-nearest-neighbor gain-loss potentials gives particlehole symmetric, doubly degenerate spectra

$$
\begin{align*}
E_{n} & =\frac{\mp 1}{2 \sqrt{2}}\left[4\left(J^{2}+\delta^{2}\right)-\gamma^{2} \pm \sqrt{A}\right]^{1 / 2}  \tag{2.28}\\
A & =4\left(J^{2}-\delta^{2}\right)^{2}+\gamma^{4}-8 \gamma^{2}\left(J^{2}+\gamma^{2}\right) \tag{2.29}
\end{align*}
$$

along with two (degenerate) zero eigenvalues, $E_{5,6}=0$. As $\gamma$ is increased, we now find that the levels near the band-edge approach each other and become degenerate, giving rise to an EP2. The $\mathcal{P} \mathcal{T}$ threshold, obtained by requiring $E_{1,2}\left(\gamma_{\text {th }}\right)=E_{3,4}\left(\gamma_{\text {th }}\right)$, is given by

$$
\begin{equation*}
\gamma_{\text {th }}(2)=\left[4\left(J^{2}+\delta^{2}\right)-2 \sqrt{3 \delta^{4}+10 \delta^{2} J^{2}+3 J^{4}}\right]^{1 / 2} \tag{2.30}
\end{equation*}
$$

We note that these analytical results are only valid for zero detuning, and for finite detuning $\mu>0$, we have to resort to numerical calculations.

Figure 2.11(a) shows the schematic of an $N=5$ site chain with gain-loss potentials at its ends, i.e. $m_{0}=1$. Panels (b)-(c) show the flow of the real parts of energy eigenvalues for the model as a function of $\gamma / J$ for different values of $\delta$. We see that increasing $\gamma$ leads to $\mathcal{P} \mathcal{T}$-breaking that occurs at the center of the band, giving rise to an EP3. They also show that the threshold increases monotonically with $\delta$, consistent with what is seen in Fig. 2.9e. Panel (d) shows numerically obtained threshold diagram in the $\mu-\delta$ plane.

Figure $2.11(\mathrm{e})$ shows the configuration with nearest-possible gain-loss potentials, i.e. $m_{0}=2$. Panels (f)-(g) show the flow of real part of eigenvalues for the model. Increasing $\gamma$ in this case leads to $\mathcal{P} \mathcal{T}$-breaking at the band edges, and it has a non-monotonic dependence on the superconducting order parameter $\delta$, also seen in Fig. 2.9e. Panel (h) shows numerically obtained threshold $\gamma_{\text {th }}(\mu, \delta)$. The similarity of these threshold maps with

Fig. 2.10 is striking. By fitting the zero threshold contour to the form $\alpha \mu J+\left|J^{2}-\delta^{2}\right|=0$ (dashed white line in panel (h)), we obtain $\alpha=1.6$.

### 2.4.2 Exceptional Lines and rentrant $\mathcal{P} \mathcal{T}$ phase

In one-dimensional lattice models with a single pair of gain and loss potentials, typically, the $\mathcal{P} \mathcal{T}$-symmetry breaking occurs monotonically with increasing gain-loss strength $\gamma$. This is true for uniform chains with open [48] or periodic boundary conditions [61]; the Su-Schrieffer-Heeger, the Aubrey-Andre-Harper or quasi-periodic models [62], [63]; and models with non-uniform, parity-time symmetric tunneling profiles [64], including the perfect-state transfer models. On the other hand, the presence of two or more gain-loss potentials can lead to re-entrant $\mathcal{P} \mathcal{T}$-symmetric phase [65], [66] where increasing gain-loss strength leads to repeated $\mathcal{P} \mathcal{T}$-symmetry breaking and $\mathcal{P} \mathcal{T}$-symmetry restoration transitions.

In contrast to these models with multiple non-Hermitian terms [65], [66], the Kitaev chain we have considered shows a re-entrant $\mathcal{P} \mathcal{T}$-symmetric phase and its subsequent breaking when the gain-loss strength $\gamma$ is increased. This phenomenon occurs for an even chain with $\mu=0$ and $m_{0}=1$, at moderate superconducting order parameter $1 \leq \delta / J \leq \sqrt{2}$, independent of the chain size. In Fig. 2.12(a), we plot $\Lambda(\gamma, \delta)=\log _{10} \max _{k} \Im\left(E_{k}\right)$ where $E_{k}$ are (purely real or complex-conjugate) eigenvalues of the Hamiltonian $H_{\mathrm{K}}$ for an $N=8$ chain. The $\mathcal{P} \mathcal{T}$-symmetric region is marked by black, and the rest is $\mathcal{P} \mathcal{T}$-symmetry broken region. With $\delta / J \sim 1$, as $\gamma$ is increased, the first $\mathcal{P} \mathcal{T}$ symmetry breaking near $\gamma / J \sim 0.5$ occurs due to the level-attraction between and coalescence of two highest energy states in the upper band; recall that due to the particle-hole symmetric nature of the spectrum, two lowest energy levels in the lower band concurrently become degenerate. With increasing $\gamma$, subsequent lower energy levels, except the lowest state in the upper band, coalesce in pairs. This sequence of transitions leads to a large number of exceptional points in the $\mathcal{P} \mathcal{T}$ symmetry broken region. Further increasing $\gamma$ leads to a reverse process where levels with complex-conjugate energies undergo level-attraction and $\mathcal{P} \mathcal{T}$-symmetry is restored. For the lowest-energy states in the upper band (and their chiral counterparts), the re-entrant $\mathcal{P} \mathcal{T}$ symmetric phase is accompanied by a qualitative change where the wave-function weight


Figure 2.12. (a) $\mathcal{P} \mathcal{T}$ phase diagram in the $\gamma-\delta$ plane for an $N=8$ lattice with $\mu=0$ and $m_{0}=1$ shows the heat map of $\Lambda \equiv \log _{10} \max _{k} \Im\left(E_{k}\right)$ where $E_{k}$ are the $2 N$ are the eigenvalues of $H_{\mathrm{K}}$, Eq.(2.22). A re-entrant $\mathcal{P} \mathcal{T}$-symmetric phase (black) emerges in the range $1 \leq \delta / J \leq \sqrt{2}$ as the gain-loss strength $\gamma / J$ is increased. (b) EP2 contours at the $\mathcal{P} \mathcal{T}$ boundary and in the $\mathcal{P} \mathcal{T}$-broken region show sequential coalescence of eigenvalues. At $\delta / J=1$, due to the presence of robust Majorana modes, a third-order EP emerges at $\gamma / J=2$ (yellow circle). (c)-(d) corresponding results for an $N=24$ lattice shows same qualitative features.
shifts from the bulk to the edges. As $\gamma$ is increased further, the system enters the $\mathcal{P} \mathcal{T}$ broken region again. This second $\mathcal{P} \mathcal{T}$ transition across an EP is driven by coalescence of the near-zero-energy state with state at the bottom of the top band.

To map out the exceptional point contours in the $\delta-\gamma$ plane, we use the (Dirac) innerproduct matrix $M_{p q}=\left|\left\langle\psi_{p} \mid \psi_{q}\right\rangle\right|$ where $\left|\psi_{k}\right\rangle$ is the (Dirac)-normalized right eigenvector of $H_{\mathrm{K}}$ with eigenvalue $\lambda_{k}$. The order of the EP is then given by $\max _{p} \sum_{q \neq p} M_{p q}$. Figure 2.12(b) shows the contours of exceptional points in the parameter space. In addition to the bound-
aries of $\mathcal{P} \mathcal{T}$-symmetric and $\mathcal{P} \mathcal{T}$-broken regions, seen in Fig. 2.12(a), we see EP contours that denote the cascades of eigenvalue coalescence that occur in the $\mathcal{P} \mathcal{T}$-broken region as $\gamma$ is increased. Of particular interest is the contour that starts at $\delta=0$ and $\gamma / J=1$. At point $\delta / J=1$, the system has fully degenerate bands with robust, mid-gap edge states.Therefore, introduction of the gain-loss potentials leads to a third-order EP at $\gamma / J=2$ (shown by a yellow circle) in the otherwise second-order EP contour. We note that the prominent reentrant $\mathcal{P} \mathcal{T}$ phases only occur when the gain-loss potentials are farthest apart, i.e. $m_{0}=1$ and remain robust only at $\mu=0$ for any even $N$; Figs. 2.12(c)-(d) show the phase diagram and EP contours for an $N=20$ Kitaev chain.

In summary we have shown that the threshold profile is rich, with persistent differences between even and odd parity lattices. In particular, we have found that for a zero-detuning chain with odd number of sites, the threshold is enhanced with increasing superconducting order parameter. For an even chain with edge gain-loss potentials and superconducting coupling $\delta \gtrsim 1$, we discover re-entrant $\mathcal{P} \mathcal{T}$-symmetric phase, and $\mathcal{P} \mathcal{T}$-phase boundaries that contain both second and third order EPs. We have also discussed, briefly, a potential realization of our lattice model with coupled optical resonators. Our results further the understanding of non-Hermitian condensed matter models in the presence of realistically achievable gain and loss.

## 3. $\mathcal{P T}$-SYMMETRIC ELECTRICAL CIRCUITS

The content of this chapter is a part of our paper which have been slightly modified. The preprint is available on arxiv.org and in the process of submission to a journal.

The field of $\mathcal{P} \mathcal{T}$-symmetry has grown and diversified due to its easily accessible experimental platforms like photonics, ultra cold atoms and electrical circuits. The realization that a $\mathcal{P} \mathcal{T}$-symmetric Hamiltonian represent systems with spatially separated balanced gain and loss elements, has been the key motivator. Some of these experimental platforms include two waveguides [8], [67], two mechanical oscillators [14], two coupled electrical oscillators [12], [68], two fiber loops [9], two or more coupled micro-resonators [69]-[71], acoustics [72], diffusive systems [17], damped and driven shallow fluids [73], and two coupled, time-delayed semiconductor lasers [74]. As you might have realised, that there are always two elements. In this chapter we will take a look a novel protocol we designed, for $\mathcal{P} \mathcal{T}$ symmetry based on a time-dependent similarity transformation using electrical circuits as a platform. The manifestation of a complex gauge potential, from the non-unitary change of basis, generates a representation of separated, balanced gain and loss potentials. An added benefit of this approach is that we can implement $\mathcal{P} \mathcal{T}$ symmetry in a minimal system setting with only one variable element which in our case is a single LC oscillator.

## 3.1 $\mathcal{P} \mathcal{T}$-symmetry in a single oscillator

Let us consider a LC oscillator circuit as shown in Figure 3.1a in which the voltage $V(t)$ across the capacitor and the current $I(t)$ in the inductor satisfy following Kirchhoff rules,

$$
\begin{align*}
& I(t)+C(t) \frac{d V(t)}{d t}=0  \tag{3.1}\\
& V(t)-L(t) \frac{d I(t)}{d t}=0 \tag{3.2}
\end{align*}
$$



Figure 3.1. $\mathcal{P} \mathcal{T}$-symmetry in a single $L C$ circuit. (a) The state $|\phi(t)\rangle$ of the circuit encodes the voltage $V(t)$ across the capacitor and current $I(t)$ in the inductor, and satisfies a linear, first-order equation given by Kirchoff laws. A static change-of-basis to $|\psi(t)\rangle=A^{1 / 2}|\phi(t)\rangle$ leads to a Hermitian Hamiltonian $H_{0}=\omega_{0} \sigma_{y}$ for the new state $|\psi(t)\rangle$. Thus, an $L C$ circuit is mapped into a two-site model. (b) When $C(t), L(t)$ are exponentially varied subject to the constraint $L(t) C(t)=L_{0} C_{0}$ (hyperbola), the time-dependent change of basis generates balanced, constant gain and loss $\pm i \gamma$. This leads to a purely imaginary, $\mathcal{P} \mathcal{T}$-symmetric Hamiltonian $H_{\mathrm{PT}}=\omega_{0} \sigma_{y}+i \gamma \sigma_{z}$. (c) When the constrained variation is not exponential, arbitrary, but balanced gain and loss potentials $\pm i \gamma(t)$ can be generated. Here, we focus on the special case when $\gamma(t)$ is periodic.

With some arrangement, these equations in a matrix representation look like,

$$
\begin{align*}
i \frac{d}{d t}\left[\begin{array}{c}
V(t) \\
I(t)
\end{array}\right] & =\left[\begin{array}{cc}
0 & -i / C(t) \\
i / L(t) & 0
\end{array}\right]\left[\begin{array}{c}
V(t) \\
I(t)
\end{array}\right]  \tag{3.3}\\
i \partial_{t}|\phi(t)\rangle & =M|\phi(t)\rangle \tag{3.4}
\end{align*}
$$

Multiplying ' $i$ ' on both side is a cheap trick to make it look like the Schrödinger equation with a "state vector" defined as $|\phi(t)\rangle \equiv[V(t), I(t)]^{T}$. The imaginary, non-symmetric matrix $M$ has eigenvalues $\epsilon_{ \pm}= \pm \omega_{0}= \pm 1 / \sqrt{L C}$.

Under a static, non-unitary change of basis to $|\psi(t)\rangle=A^{1 / 2}|\phi(t)\rangle$, the equation of motion becomes $i \partial_{t}|\phi(t)\rangle=H_{0}|\psi(t)\rangle$ with a Hermitian Hamiltonian

$$
\begin{equation*}
H_{0}=A^{1 / 2} M A^{-1 / 2}=\omega_{0} \sigma_{y} . \tag{3.5}
\end{equation*}
$$

Here

$$
A=\left[\begin{array}{cc}
C / 2 & 0  \tag{3.6}\\
0 & L / 2
\end{array}\right]
$$

and $\sigma_{y}$ is the Pauli y-matrix. The energy of the circuit by can be calculated by take the expectation value

$$
\begin{equation*}
\langle\phi(t)| A|\phi(t)\rangle=\frac{1}{2} C V(t)^{2}+\frac{1}{2} L I(t)^{2}=\mathcal{E}(t) . \tag{3.7}
\end{equation*}
$$

Here things get interesting when the basis transformation is time dependent, and so the new state vector satisfies $i \partial_{t}|\psi(t)\rangle=H_{\text {eff }}(t)|\psi(t)\rangle$. The effective Hamiltonian $H_{\text {eff }}$ is the sum of (possibly time-dependent) Hamiltonian $H_{0}(t)$ and a gauge potential $i \Gamma(t)$ that arises from the non-constant nature of the change of basis matrix [75],

$$
\begin{gather*}
H_{\mathrm{eff}}=A(t)^{1 / 2} M A(t)^{-1 / 2}+i\left(\frac{\partial}{\partial t} A(t)^{1 / 2}\right) A(t)^{-1 / 2}  \tag{3.8}\\
=H_{0}(t)+i \frac{\partial}{\partial t} \ln A^{1 / 2}(t) \tag{3.9}
\end{gather*}
$$

We label our newly manifested gauge term as,

$$
\begin{equation*}
\Gamma(t)=\partial_{t} \ln A^{1 / 2}(t) \tag{3.10}
\end{equation*}
$$

In fundamentally quantum systems, the matrix $A^{1 / 2}$ is unitary and gives rise to a Hermitian gauge term $i \Gamma=(i \Gamma)^{\dagger}$. In contrast, for effective models like ours, a non-unitary $A^{1 / 2}(t)$ can be tailored to create non-Hermitian, gain and loss potentials.

## Generating a $\mathcal{P T}$ Hamiltonian

Now, let us consider constrained variations of the form $C(t)=C_{0} \exp [+2 f(t)]$ and $L(t)=L_{0} \exp [-2 f(t)]$ to ensure that the frequency of the oscillator remains unchanged. Such variations give rise to a traceless, anti-Hermitian gauge potential $i \Gamma=i \gamma(t) \sigma_{z}=i(d f / d t) \sigma_{z}$ that represents balanced gain and loss in a solitary oscillator. The effective Hamiltonian then becomes

$$
\begin{equation*}
H_{\mathrm{PT}}(t)=\omega_{0} \sigma_{y}+i \gamma(t) \sigma_{z} \tag{3.11}
\end{equation*}
$$

$H_{\mathrm{PT}}(t)$ is invariant under combined operations of parity $\mathcal{P}=\sigma_{x}$ and time reversal $\mathcal{T}=*$ (complex conjugation). In contrast to quantum systems with a complex state vector, the realness of the elements of $|\psi(t)\rangle=[\sqrt{C(t) / 2} V(t), \sqrt{L(t) / 2} I(t)]^{T}$ is guaranteed by an $H_{\mathrm{PT}}$ with purely imaginary entries. This requirement also constrains the most general form of the non-Hermitian Hamiltonian for this system to $H_{\mathrm{PT}}=h_{y} \sigma_{y}+i h_{z} \sigma_{z}+i h_{x} \sigma_{x}$ with $h_{k} \in \mathbb{R}$.

With a suitable choice of the dimensionless function $f(t)$, Eq.(3.11) provides the protocol for arbitrary, balanced gain and loss for the energy dynamics. When $f(t)=\gamma t$ is linear in time, Eq.(3.11) gives the static $\mathcal{P} \mathcal{T}$-symmetric Hamiltonian $H_{\mathrm{PT}}(\gamma)=\omega_{0} \sigma_{y}+i \gamma \sigma_{z}$. As shown in Fig. 3.1b, when $\gamma>0$, the capacitor acts as the "gain site" and the inductor acts as the "loss site" for the circuit energy. On the other hand, surfing the hyperbola $L(t) C(t)=L_{0} C_{0}$ back and forth leads to a time-periodic $\gamma(t)$ where each "site" acts as a gain for fraction of the period and a loss for rest of the time (Fig. 3.1c).


Figure 3.2. Dynamics of a $\mathcal{P} \mathcal{T}$-dimer with static gain and loss. (a) Schematics of synthetic $L C$ circuit comprising capacitor (red), inductor (blue), resistor (yellow), and signal adder (pink) boxes. (b) Actual circuit board with corresponding color-coded components marked. The circuit has $C=100 \mu \mathrm{~F}$, $L=0.01 \mathrm{H}, \omega_{0}=(2 \pi) \times 159.15 \mathrm{~Hz}$, and a parasitic resistance $R=10^{3} \Omega$. (c)(d) Circuit energy $\mathcal{E}(t)$ oscillates in the $\mathcal{P} \mathcal{T}$-symmetric phase. The gain-loss strength is (c) $\gamma=0.375 \omega_{0}$ and (d) $\gamma=0.75 \omega_{0}$. (e) $\mathcal{E}(t)$ grows exponentially in the $\mathcal{P} \mathcal{T}$-broken phase, $\gamma=1.05 \omega_{0}$ (experimental data: blue dots, theory: red dashed line). (f) At $\gamma=0.375 \omega_{0}(\mathcal{P} \mathcal{T}$-symmetric region, PTS) although the circuit energy $\mathcal{E}(t)$ oscillates, $\eta_{2}(t)=\mathcal{E}(t)+\gamma V(t) I(t) / 2 \omega_{0}^{2}$ remains constant with time. (g) The same, constant behavior of $\eta_{2}(t)$ is observed at $\gamma=1.05 \omega_{0}$ ( $\mathcal{P} \mathcal{T}$-broken region, PTB). Gray traces are experimental data; red dashed lines are theory.

### 3.2 Experimental results for a static $H_{\mathrm{PT}}$

We experimentally demonstrate this protocol with a state-of-the-art fully reconfigurable electronic oscillator comprising functional blocks synthesized with operational amplifiers (opamps) and passive linear components [16], [76], [77]. We thus electronically reproduce the dynamics described by Eqs.(3.1) and (3.2) in the presence of a parasitic resistance $R=10^{3} \Omega$ in parallel with the $L C$ circuit. Figure 3.2a shows for the circuit schematics, while the actual device is shown in Fig. 3.2b. $C_{0}=100 \mu \mathrm{~F}$ is minimum capacitance and $L_{0}=0.01 \mathrm{H}$ is the maximum inductance that our electronic platform can efficiently simulate. Their combination gives $\omega_{0}=(2 \pi) \times 159 \mathrm{~Hz}$ as the fundamental frequency of the oscillator. By increasing the capacitance at different speeds, different gain-loss strengths are realized. The eigenvalues of $H_{\mathrm{PT}}(\gamma)$ are $\pm \sqrt{\omega_{0}^{2}-\gamma^{2}}$, and they change from real to complex-conjugate pair at the exceptional point marked by $\gamma_{\mathrm{EP}}=\omega_{0}$.

The time-dependent evolution of the circuit energy $\mathcal{E}(t)=\langle\psi(t) \mid \psi(t)\rangle$ in the $\mathcal{P} \mathcal{T}$ symmetric phase is shown in Fig. 3.2 (experimental data: blue dots, theory: red dashed lines). When the gain-loss strength is doubled from $\gamma=0.375 \omega_{0}$, Fig. 3.2c, to $\gamma=0.75 \omega_{0}$, Fig. 3.2 d , the period of oscillations increases by $\sqrt{2}$, and the amplitude of oscillations also increases. It is worth pointing out that the fast fluctuations in the experimental data are due to oscilloscope's inherent noise; as the circuit energy $\mathcal{E}(t)$ increases from tens of micro-Joules $(\mu \mathrm{J})$ to a milli-Joule $(\mathrm{mJ})$, the relative effect of the noise is suppressed. When $\gamma=1.05 \omega_{0}$, Fig. 3.2e, the system goes into the $\mathcal{P} \mathcal{T}$-broken phase, as indicated by a monotonically increasing circuit energy. The temporal range of our simulation of a static $H_{\mathrm{PT}}(\gamma)$ is limited the maximum value of capacitance, and not by the gain saturation of op-amps at high circuit energies.

For an ideal $\mathcal{P} \mathcal{T}$-symmetric circuit, the energy $\mathcal{E}(t)=\langle\psi(t) \mid \psi(t)\rangle$ either oscillates or grows exponentially with time and yet, for all values of $\gamma / \omega_{0}$, this open system has two conserved quantities given by expectation values of Hermitian, intertwining operators.Recalling the intertwinning relation,

$$
\begin{equation*}
\hat{\eta}_{k} H_{\mathrm{PT}}(\gamma)=H_{\mathrm{PT}}^{\dagger}(\gamma) \hat{\eta}_{k} . \tag{3.12}
\end{equation*}
$$

In this case, the operators are

$$
\begin{align*}
& \hat{\eta}_{1}=\sigma_{y}  \tag{3.13}\\
& \hat{\eta}_{2}=\eta_{1} H_{\mathrm{PT}} / \omega_{0}=\mathbb{1}_{2}+\left(\gamma / \omega_{0}\right) \sigma_{x} . \tag{3.14}
\end{align*}
$$

The experimentally measured $\eta_{2}(t) \equiv\langle\psi(t)| \hat{\eta}_{2}|\psi(t)\rangle=\mathcal{E}(t)+\gamma V(t) I(t) / 2 \omega_{0}^{2}$ is shown in Fig. 3.2f $\left(\gamma=0.375 \omega_{0}\right)$ and Fig. 3.2g $\left(\gamma=1.05 \omega_{0}\right)$. Gray traces are experimental data; red dashed line is theory. $\eta_{2}(t)$ remains flat (modulo oscilloscope noise) in both $\mathcal{P} \mathcal{T}$-symmetric and $\mathcal{P} \mathcal{T}$-broken regions. Note that the system starts out with $V(0)=0.99$ Volts and $I(0)=0$, and thus the conserved quantity $\eta_{2}(t)=\mathcal{E}(0)$. Since $|\psi(t)\rangle$ has real entries and $\hat{\eta}_{1}=\sigma_{y}$ has purely imaginary entries, $\eta_{1}(t)$ is identically equal to zero.

### 3.3 Results for a time-periodic $H_{\mathrm{PT}}$

The range of dynamics generated by Eq.(3.11) is tremendously enhanced if the antiHermitian term $\gamma(t)$ is periodic with period $T$. The time-evolution operator $G(t)$ at time $t=n T+\theta$ is given by $G(t)=K(\theta) G_{F}(T)^{n}$ where,

$$
\begin{equation*}
K(\theta)=\mathrm{T} \exp \left[-i \int_{0}^{\theta} H_{\mathrm{PT}}\left(t^{\prime}\right) d t^{\prime}\right] \tag{3.15}
\end{equation*}
$$

captures the micromotion that occurs during a single period $0 \leq \theta<T$, $\mathbb{T}$ denotes the time-ordered product, $n$ is an integer, and $G_{F}(T) \equiv K(T)=\exp \left(-i T H_{F}\right)$ is the one-period time evolution operator, that, in turn, defines the Floquet Hamiltonian $H_{F}$. The complex eigenvalues $\lambda_{ \pm}$of $G_{F}(T)$ determine whether the system is in the $\mathcal{P} \mathcal{T}$ symmetric region $\left(\left|\lambda_{+}\right|=\left|\lambda_{-}\right|\right)$or broken region $\left(\left|\lambda_{+}\right| \neq\left|\lambda_{-}\right|\right)$.

Congruent with the experimental setup, we use the function $f(t)=\alpha \Pi(t)=f(t+T)$ where $\Pi(t)=\operatorname{sgn}(t) / 2$ for $|t| \leq T / 2$ is the unit-step square wave (Fig. 3.3a), and $\alpha$ quantifies the extent of constrained variation, i.e. $e^{-\alpha} \leq C(t) / C_{0}, L(t) / L_{0} \leq e^{\alpha}$. By taking into


Figure 3.3. Floquet $\mathcal{P} \mathcal{T}$-transitions and conserved quantities. (a) The stepfunction $f(t)$ switches $C(t)$ and $L(t)$ by a factor of $e^{ \pm \alpha}$ and gives rise to periodic, $\delta$-function gain and loss. Resultant EP lines emerging from odd resonances $\nu_{k}=502 /(2 k+1) \mathrm{Hz}$ are shown by red and blue in the $\alpha-\nu_{T}$ plane. (b) $\mathcal{P} \mathcal{T}$-broken regions in the vicinity of $\nu_{2}$ (cyan), $\nu_{3}$ (yellow), $\nu_{4}$ (pink), and $\nu_{5}$ (green), signaled by $\Lambda_{\text {amp }}>0$, are shown (experimental data: filled circles, theory: gray surface). (c) At $\nu_{1}=500 / 3=167 \mathrm{~Hz}$, the gain saturation leads to a suppressed $\Lambda_{\text {amp }}$, with the suppression largest near the resonance (experimental data: filled circles; theory with gain saturation: muve surface, theory without: gray mesh). In all cases $2 \tau=50 \mathrm{~ms}$ is used in Eq.(3.18). (d) Constant of motion $\eta_{1 F}\left(t_{m}\right)$ is measured near the $\nu_{3}$ dome (yellow) in the $\mathcal{P} \mathcal{T}$-symmetric phase ( $\nu=69 \mathrm{~Hz}$; circles) and $\mathcal{P} \mathcal{T}$-broken phase $(\nu=72 \mathrm{~Hz}$; diamonds). These data are at $\alpha=0.1$. (e) Measured values of $\eta_{2 F}\left(t_{m}\right)$ near the $\nu_{5}$ dome (green), both in the $\mathcal{P} \mathcal{T}$-symmetric phase ( $\nu=44 \mathrm{~Hz}$, circles) and $\mathcal{P} \mathcal{T}$-broken phase ( $\nu=46 \mathrm{~Hz}$, diamonds). These data are at $\alpha=0.2$. Gain saturation leads to non-constant behavior at times $t \gtrsim 2 \tau$. Gray flat lines are theory in (d)-(e).
account the $\delta$-function generated by $\partial_{t} \Pi(t)$, it is straightforward to evaluate the purely real, one-period operator

$$
\begin{equation*}
G_{F}(T)=e^{+\alpha \sigma_{z}} e^{-i \omega_{0} \sigma_{y} T / 2} e^{-\alpha \sigma_{z}} e^{-i \omega_{0} \sigma_{y} T / 2} \tag{3.16}
\end{equation*}
$$

Its eigenvalues are $\lambda_{ \pm}=C^{2}-S^{2} \cosh (2 \alpha) \pm i S \sqrt{D}$ where the discriminant is given by $D=C^{2}[1+\cosh (2 \alpha)]^{2}-\sinh ^{2}(2 \alpha)$, and $C=\cos \left(\omega_{0} T / 2\right), S=\sin \left(\omega_{0} T / 2\right)$. The boundary between the $\mathcal{P} \mathcal{T}$-symmetric and $\mathcal{P} \mathcal{T}$-broken regions in the $\alpha-\nu_{T}$ plane $\left(\nu_{T}=1 / T\right)$ is marked by a vanishing discriminant $D=0$ or, equivalently,

$$
\begin{equation*}
\cos \left(\omega_{0} T / 2\right)= \pm \tanh \left(\alpha_{\mathrm{EP}}\right) \tag{3.17}
\end{equation*}
$$

At $\alpha=0$, the eigenvalues $\lambda_{ \pm}=e^{ \pm i \omega_{0} T}$ of the matrix $G_{F}$ become degenerate at odd resonances $2 \pi \nu_{n}=2 \omega_{0} /(2 n+1)$. These are diabolic-point (DP) degeneracies. At small $\alpha$ symmetrical EP lines, emerging from the DP, satisfy the equation $\delta \nu_{n}\left(\alpha_{\mathrm{EP}}\right)= \pm A_{n} \alpha_{\mathrm{EP}}$ where $\delta \nu_{n}=\nu_{T}-\nu_{n}$ is the distance from DP and $A_{n}=2 \omega_{0} /[(2 n+1) \pi]^{2}$. Thus, the $\mathcal{P} \mathcal{T}$ broken region at arbitrarily small $\alpha$, bounded by the two EP lines, becomes narrower with increasing $n$ [24], [78]. Figures 3.3b,c show these lines in the $\alpha-\nu_{T}$ plane.

For this set of experiments, using $C_{0}=400 \mu \mathrm{~F}$ and $L_{0}=1 \mathrm{mH}$ fixes the oscillator frequency at $\omega_{0} /(2 \pi)=251 \mathrm{~Hz}$. We use an experimentally friendly parameter [16], [79]

$$
\begin{equation*}
\Lambda_{\mathrm{amp}}\left(\alpha, \nu_{T}\right)=\lim _{2 \tau \gg T} \frac{1}{\tau} \log \left[\frac{\max \mathcal{E}(0 \leq t \leq 2 \tau)}{\max \mathcal{E}(0 \leq t \leq \tau)}\right] \tag{3.18}
\end{equation*}
$$

obtained from the circuit energy to characterize the strength of the $\mathcal{P} \mathcal{T}$-broken phase. Since $\mathcal{E}(t)$ oscillates in the $\mathcal{P} \mathcal{T}$-symmetric phase, $\Lambda_{\text {amp }}=0$, whereas its exponential growth in the $\mathcal{P} \mathcal{T}$-broken region gives $\Lambda_{\text {amp }}>0$. Figure 3.3b shows the emergent triangular $\mathcal{P} \mathcal{T}$-broken regions at $\nu_{2}=100 \mathrm{~Hz}$ (cyan circles), $\nu_{3}=71 \mathrm{~Hz}$ (yellow circles), $\nu_{4}=55 \mathrm{~Hz}$ (pink circles), and $\nu_{5}=45 \mathrm{~Hz}$ (green circles). The gray surface is theory. In the $\mathcal{P} \mathcal{T}$-broken regions, at high circuit energies, $\mathcal{E}(t)$ does not grow exponentially due to op-amp saturation. This leads to a suppression of the effective amplification rate $\Lambda_{\text {amp }}$. This suppression is maximum in the deepest $\mathcal{P} \mathcal{T}$-symmetry broken region and leads to $\Lambda_{\text {amp }} \rightarrow 0$ as the circuit energy saturates
at short times. It is clearly seen in Fig. 3.3c at $\nu_{1}=167 \mathrm{~Hz}$ (orange circles) at large $\alpha$, but is absent at smaller values of $\alpha$. The mauve surface is a theory prediction with gain saturation $+i \gamma(V)$, whereas the gray mesh is one without gain saturation. This suppression is almost complete at the primary resonance which occurs at $\nu_{0}=2 \omega_{0} /(2 \pi)=502 \mathrm{~Hz}$ (not shown) limiting the use of Eq.(3.18) to distinguish between $\mathcal{P} \mathcal{T}$-symmetric and broken phases.

In the Floquet case, the conserved quantities are the expectation values of Hermitian, indefinite operators $\hat{\eta}_{F}$ that satisfy the intertwining relation $G_{F}^{\dagger}(T) \hat{\eta}_{F} G_{F}(T)=\hat{\eta}_{F}$, i.e. $\quad \eta_{F}\left(t_{m}\right) \equiv\langle\psi(m T)| \hat{\eta}_{F}|\psi(m T)\rangle$ is independent of $m$ [37]. We choose them as $\hat{\eta}_{1 F}=$ $\cosh (\alpha) \mathbb{1}_{2}-\sinh (\alpha) \sigma_{z}+\sinh (\alpha) \tan \left(\omega_{0} T / 2\right) \sigma_{x}$ and $\hat{\eta}_{2 F}=\hat{\eta}_{1 F} G_{F}(T)$. Figure 3.3d shows $\eta_{1 F}$ obtained from the experimentally measured state-vector $|\psi(t)\rangle$ at times $t=t_{m}$. Since $\nu \sim 70 \mathrm{~Hz}-40 \mathrm{~Hz}$, there are $\sim 5$ stroboscopic data points available. These are representative results in the $\mathcal{P} \mathcal{T}$-symmetric (circles) and $\mathcal{P} \mathcal{T}$-broken (diamonds) phases in the vicinity of $\nu_{3}$ and $\nu_{5}$ domes with color-coded symbols (Fig. 3.3b). Experimentally measured $\eta_{2 F}\left(t_{m}\right)$ results are shown in Fig. 3.3e. The deviation from flat gray lines (theory) at long times $t \gtrsim 2 \tau$ is due to gain saturation in the $\mathcal{P} \mathcal{T}$-broken phase (diamonds). Since $G_{F}(T)=-\mathbb{1}_{2}$ at the DP degeneracies $\nu_{k}=502 /(2 k+1) \mathrm{Hz}$, we see that $\eta_{2 F}\left(t_{m}\right)=-\eta_{1 F}\left(t_{m}\right)$ holds, surprisingly, irrespective of the gain saturation. Similar results are valid, of course, across the entire $\alpha-\nu_{T}$ plane. This remarkable ability to map out the entire Floquet $\mathcal{P} \mathcal{T}$-phase diagram across five domes showcases the tremendous versatility of the synthetic electronic platform, and the distinct advantage of complex gauge-field induced gain and loss mechanism over traditional approaches. This unparalleled versatility has also enabled the first demonstration of conserved quantities in the Floquet dynamics of a $\mathcal{P} \mathcal{T}$-symmetric system.

### 3.4 Walking the EP line

As a last demonstration of the synthetic oscillator platform, we investigate the temporal dynamics at numerous points along the EP contours. This has been extremely challenging in gain-loss systems due to the requisite fine-tuning of multiple mechanisms. In loss-only $\mathcal{P} \mathcal{T}$-systems, it is a challenge because decay rate is maximum at the EP.


Figure 3.4. Giant dynamical asymmetry along the EP contours. (a) The inner-product heat map $I_{P}\left(\alpha, \nu_{T}\right)$ shows EP lines emerging from odd resonances $\nu_{k}=502 /(2 k+1) \mathrm{Hz}$, consistent with Eq.(3.17). (b) Zoomed-in view near $\nu_{1}=167 \mathrm{~Hz}$ shows the $\alpha_{\text {EP }}$ values sampled for the circuit energy dynamics (filled and open circles). (c) Experimentally measured $\mathcal{E}(t)$ for the two EPs at $\alpha=0.2$ show a giant asymmetry. The circuit energy is constant except at times $p T / 2(p \geq 1)$ when the $\delta$-function gain-loss potentials are active. (d) Color-coded stroboscopic, normalized energy traces along the blue contour show quadratic behavior consistent with a second-order EP. The (constant) energy along the flat steps in (c) is averaged to obtain error bars on $\mathcal{E}\left(t_{m}\right) / \mathcal{E}(0)$. By fitting the data to Eq.(3.20), $A_{ \pm}(\alpha), B_{ \pm}(\alpha)$ are obtained for the nine $\alpha$ values sampled along blue and red contours. (e) $A_{ \pm}(\alpha)$ show approximate $\alpha \leftrightarrow-\alpha$ symmetry, vanish at the DP as expected, and show that $\mathcal{E}\left(t_{m}\right)$ growth along the red contour is $\sim 25$-fold larger than along the blue contour. (f) Similar results, including a giant 25 -fold asymmetry, are obtained for $B_{ \pm}(\alpha)$.

A complementary way to show the $\mathcal{P} \mathcal{T}$-phase diagram in the $\alpha-\nu_{T}$ plane is the Dirac inner-product of the right eigenvectors of $G_{F}(T)$. By expressing the real, Floquet evolution matrix as $G_{F}(T)=G_{0} \mathbb{1}_{2}+G_{x} \sigma_{x}+G_{z} \sigma_{z}+i G_{y} \sigma_{y}$ where $G_{k} \in \mathbb{R}$, it is straightforward to obtain the inner-product as $I_{P}\left(\alpha, \nu_{T}\right)=\min (r, 1 / r)$ where

$$
\begin{equation*}
r=\frac{G_{y}^{2}}{\sqrt{G_{x}^{2}+G_{z}^{2}}}=\frac{\tanh (\alpha)}{\cos \left(\omega_{0} / 2 \nu_{T}\right)} . \tag{3.19}
\end{equation*}
$$

Figure 3.4a shows the heat-map overlaid with EP contours, $I_{P}=1$, where blue is for the plus sign and red corresponds to the minus sign in Eq.(3.17). Figure 3.4b shows the region near $\nu_{1}=167 \mathrm{~Hz}$ extended to negative values of $\alpha$. We "park the system" at 9 points with equidistant $\alpha_{\text {EP }}$ values along the blue (filled circles) and red (open circles) contours each, and obtain the circuit energy evolution $\mathcal{E}(t)$. Since the system has second-order EP contours, the stroboscopic circuit energy $\mathcal{E}\left(t_{m}\right)=\langle\psi(0)| G_{F}^{\dagger}(m T) G_{F}(m T)|\psi(0)\rangle$ grows quadratically with time $t_{m}$. Figure 3.4c shows the experimentally measured circuit energy $\mathcal{E}(t)$ at $\alpha=0.2$ on the blue contour (blue trace) and the red contour (red trace) over $m \sim 25$ periods. It is constant except at integer and half-integer periods when the $\delta$-function gain-loss potential is active. Surprisingly, $\mathcal{E}(t)$ also shows an order-of-magnitude asymmetry for the two contours that emerge symmetrically from the DP at $\nu_{1}$; this asymmetry persists at all $\alpha_{\mathrm{EP}}$.

We quantify the growth of stroboscopic, normalized circuit energy $\mathcal{E}\left(t_{m}\right)$ with two dimensionless coefficients,

$$
\begin{equation*}
\frac{\mathcal{E}\left(t_{m}\right)}{\mathcal{E}(0)}=1-A_{ \pm}\left(\alpha_{\mathrm{EP}}\right) m+B_{ \pm}\left(\alpha_{\mathrm{EP}}\right) m^{2} \tag{3.20}
\end{equation*}
$$

that depend only on $\alpha_{\text {EP }}$ since it uniquely determines the corresponding $\nu_{T}$ via Eq.(3.17). This approach allows us to investigate their dependence on the proximity to the DP degeneracy at $\alpha=0$, and the dynamical asymmetry between temporal evolution along the blue (plus) and red (minus) EP contours. At the second-order EP,

$$
\begin{equation*}
G_{F}\left(t_{m}\right)=e^{-i h_{0} T}\left(\mathbb{1}_{2}-i m T H_{F}\right) \tag{3.21}
\end{equation*}
$$

where,

$$
\begin{align*}
H_{F} \quad= & \frac{1}{T}\left[\mp 2 \sinh \left(\alpha_{\mathrm{EP}}\right) \sigma_{y}\right. \\
& +2 i \tanh \left(\alpha_{\mathrm{EP}}\right) \sigma_{z} \\
\pm 2 i & \left.\sinh \left(\alpha_{\mathrm{EP}}\right) \tanh \left(\alpha_{\mathrm{EP}}\right) \sigma_{x}\right] \tag{3.22}
\end{align*}
$$

is the Floquet Hamiltonian and $h_{0} T=\pi$. We obtain

$$
\begin{array}{r}
A=i T\langle\psi(0)| H_{F}^{\dagger}-H_{F}|\psi(0)\rangle / \mathcal{E}(0) \\
B=T^{2}\langle\psi(0)| H_{F}^{\dagger} H_{F}|\psi(0)\rangle / \mathcal{E}(0) \geq 0 \tag{3.24}
\end{array}
$$

for the coefficients in Eq.(3.20). Figure 3.4d shows the stroboscopic, normalized circuit energy $\mathcal{E}\left(t_{m}\right) / \mathcal{E}(0)$ as a function of $m$ along the blue contour for $|\alpha|=\{0,0.1,0.3\}$. The error bars on $\mathcal{E}\left(t_{m}\right)$ are obtained by averaging its value over the constant region. As the DP at $\alpha=0$ is approached from either side, the coefficients $A_{+}(\alpha)$ and $B_{+}(\alpha)$ are monotonically suppressed to zero. The slight negative slope of $\mathcal{E}\left(t_{m}\right)$ at $\alpha=0$ (no gain or loss) is due to the parasitic resistance in the circuit.

We extract the coefficients $A_{-}(\alpha)$ (Fig. 3.4e) and $B_{-}(\alpha)$ (Fig. 3.4f) from the experimental data along the red contour. Similar results, with dramatically smaller values of $A_{+}$and $B_{+}$, are obtained for a walk along the blue contour. They clearly demonstrate the order-of-magnitude dynamical asymmetry that arises when the same initial state $|\psi(0)\rangle$, with a fully charged capacitor, is evolved along the two symmetrical EP lines that emerge from $\nu_{1}=167 \mathrm{~Hz}$.

To summarize, most of the transformative ideas in non-Hermitian physics-Riemann surfaces, bi-orthogonal basis, exceptional points, to name a few-have been well-known in mathematics. Yet, their reinterpretation in the context of open systems has lent novel insights which could be used to support some technological advances such as enhanced sensing [70], [71], chiral mode switch [80], [81], or topological braiding [82].

We have contextualized time-dependent non-unitary transformations into a novel protocol to implement balanced gain and loss in a single oscillator. Models based on the simple
harmonic oscillator are all-pervasive in nature, and our protocol provides a recipe for their non-Hermitian generalization. For example, in a metamaterial, the non-unitary change of basis is given by the permittivity $\epsilon$ and the permeability $\mu$. A constrained variation of the two, with a constant product (and therefore a constant index of refraction), can lead to a new class of $\mathcal{P} \mathcal{T}$-symmetric metamaterials [83] without material gain or loss.

It is also easy to generalize this protocol to a network of oscillators, where the gain and loss "sites" are localized in different nodes or are distributed throughout the network. For example, with reconfigurable synthetic $L C$ circuits, this method can lead to non-passive, $\mathcal{P} \mathcal{T}$-symmetric extensions of topoelectrical circuits [84].

## 4. CONCLUSION

Open systems with balanced gain-loss can be described by a non-Hermitian Hamiltonian which is invariant under the combined operations of an antilinear symmetry. The consequence of such a Hamiltonian is that depending on the strength of gain and loss the eigenvalue spectrum of such a system will be either completely real, called the $\mathcal{P} \mathcal{T}$-symmetric phase, or will be have pairs of complex conjugate eigenvalues, called the $\mathcal{P} \mathcal{T}$-broken phase. For a non-zero gain-loss strength, we also saw that the time evolution of an arbitrary state, in the symmetric phase, no longer has unit norm, but is oscillator and bounded. At the $\mathcal{P} \mathcal{T}$-threshold, the time evolution of the norm has a polynomial growth, while in the broken phase, the norm of the state grows exponentially.

We have also explored time dependent Hamiltonians which with a periodic drive lead to a rich $\mathcal{P} \mathcal{T}$ phase diagram. This is a powerful tool to emulate other non-Hermitian systems which may not be experimentally accessible. In lattice models, we have studied the effects of surrounding a $\mathcal{P} \mathcal{T}$ symmetric chain with neutral chains of the same length. The primary effect is that the $\mathcal{P} \mathcal{T}$ transition threshold is increased by a factor equal to half the total number of chains. Although our analysis was carried out for many, long, strongly coupled chains, the results are also true for experimentally realizable $\mathcal{P} \mathcal{T}$ symmetric dimers and trimers. The $\mathcal{P} \mathcal{T}$ symmetry breaking thresholds in these systems are increased by a factor of two to three. We have investigated the dependence of the $\mathcal{P} \mathcal{T}$-threshold $\gamma_{\text {th }}$ on the properties of the underlying Hermitian Kitaev model and gain-loss potential locations. We have shown that the threshold profile is rich, with persistent differences between even and odd parity lattices. In particular, we have found that for a zero-detuning chain with odd number of sites, the threshold is enhanced with increasing superconducting order parameter. For an even chain with edge gain-loss potentials and superconducting coupling $\delta>1$, we discover a re-entrant $\mathcal{P} \mathcal{T}$-symmetric phase, and $\mathcal{P} \mathcal{T}$-phase boundaries that contain both second and third order exceptional points. With all the attention to symmetries of the system, the conserved quantities associated with them, need to be well understood. We have reviewed conserved quantities that arise in the dynamics of systems that are governed by non-Hermitian Hamiltonians with antilinear symmetries. For isolated quantum systems
governed by Hermitian Hamiltonians, the conserved observables are linearly independent operators that commute with the Hamiltonian. Furthermore, we have presented a new method to obtain intertwining operators or conserved quantities in $\mathcal{P} \mathcal{T}$-symmetric systems with static or time-periodic Hamiltonians. In this approach, these operators appear as zero- $\mathcal{E}$ eigenmodes of the static Liouvillian $\mathcal{L}$ or as $\lambda=1$ eigenmodes of the Floquet $\mathcal{G}$. Finally, while exploring electrical circuits, we discovered that by actively manipulating the inductor and capacitor in a 'single' LC oscillator circuit, we see signatures of $\mathcal{P} \mathcal{T}$-symmetry, which is counter-intuitive from the traditional idea for the need of a pair of gain-loss elements to see $\mathcal{P} \mathcal{T}$ transitions. This is possible if we realise that the time dependent non-unitary transformation of basis, gives rise to a gauge term that can be interpreted as a non-Hermitian potential with spatially separated balance gain and loss elements.
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[^0]:    $\overline{2} \uparrow$ With the eigenspectrum decomposition of $G_{F}=V \Lambda V^{-1}$ one can compute the effective Floquet Hamiltonian $H_{F}=\frac{i}{T} V \log \left[\Lambda_{G_{F}}\right] V^{-1}$ using symbolic numerical techniques

[^1]:    ${ }^{1} \uparrow$ The tight binding model is also known as Linear Combination of Atomic Orbitials (LCAO) for this reason.

[^2]:    ${ }^{2} \uparrow$ It is often thought that the symmetry of the $\mathcal{P} \mathcal{T}$-symmetric Hamiltonian breaks is misleading since the symmetry of the Hamiltonian is independent of $\gamma / J$. A more accurately, beyond the threshold the eigenstates of the Hamiltonian are no longer simultaneous eigenstates of the $\mathcal{P} \mathcal{T}$ operator. This can be seen in Fig. 2.3

