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ABSTRACT

The counting process is the fundamental of many real-world problems with event data.

Poisson process, used as the background intensity of Hawkes process, is the most commonly

used point process. The Hawkes process, a self-exciting point process fits to temporal event

data, spatial-temporal event data, and event data with covariates. We study the Hawkes

process that fits to heterogeneous drug overdose data via a novel semi-parametric approach.

The counting process is also related to survival data based on the fact that they both study

the occurrences of events over time. We fit a Cox model to temporal event data with a large

corpus that is processed into high dimensional covariates. We study the significant features

that influence the intensity of events.
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1. INTRODUCTION

A sequence of events is a collection of events that come one after another in a particular

order. A temporal event sequence is a series of timestamps and covariates associated with

each event ordered ascending in time. Each timestamp denotes the time when the event

occurs, while the covariates are features indicating spatial information, type, and ID of the

event.

A temporal event sequences could be Electronic Health Records (EHRs) which consist of

patients’ medical history, diagnoses, medications, etc. at the time of visits [ 1 ]–[ 3 ]. It could

also be a sequence of time and longitude/ latitude coordinates indicating when and where

incidents occur, for instance, earthquakes [ 4 ], [  5 ], railway accidents [  6 ] and gunshot violence

[ 7 ], [  8 ]. Modeling temporal event sequences has also seen an explosion of interest resulting

in the study of social networks [  9 ] and sequence prediction [  10 ], intervention in social harm

and infectious diseases [ 11 ], [ 12 ], and biological studies [ 13 ].

Counting process is a mathematical term that describes the action of counting the number

of events as they occur in order [  14 ]. A counting process is a non-negative, integer-valued,

increasing stochastic process [ 15 ] that arises in many real-world scenarios, and it is extremely

useful in statistical analysis of event sequence data.

Poisson processes is one of the examples of counting processes when the number of events

fall within a region of finite size. This counting process is a random variable with a Poisson

distribution [  16 ]. A Hawkes process is a self-exciting point process whose background rate

follows the intensity of a Poisson process [ 17 ], [ 18 ]. We will discuss Poisson processes and

Hawkes processes in more details in Chapter  2 .

In [  19 ], renewal counting processes and their application in insurance were studied. Cox

regression model for counting processes are proposed in 1972 [ 20 ] and thoroughly studied in

[ 21 ] for censored survival data. More details of Cox models will be provided in Chapter  2 .

In this dissertation, we discuss two models that are related to temporal event sequences

modeling: (1) Hawkes point process models; (2) Cox proportional hazard models.
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1.1 Latent Covariates Estimation for Heterogeneous Data

Heterogeneous data integration has emerged as an important issue as a huge amount of

information becomes available in different formats and from various data sources [ 22 ], [ 23 ].

With the development of genomics technologies, there is an increasing needs in interpreta-

tion of heterogeneous gene expression data [  24 ]. Similar problem also arises from wireless

technology, where a mobile device needs to connect to different data sources and wireless

networks [ 25 ].

Various methods have been proposed to handle heterogeneous data issues [ 26 ]. Early ap-

proaches to handling heterogeneous data include MIMIC (Mixtured indicators and multiple

causes) model [ 27 ]. Later on there are researches that focus on embedding heterogeneous

data into a latent space based on their co-occurrence [  28 ], or clustering heterogeneous data

into latent groups by similarity [  29 ], [ 30 ]. A more recent approach is dealing with the hetero-

geneous data using neural networks [ 31 ]. Another approach is to model the high-dimensional

heterogeneous data in a mixed model system [ 32 ], [ 33 ].

In Chapter  3 , we consider the modeling of two datasets of space-time drug and opioid

overdose events in Indianapolis. The first dataset consists of emergency medical calls for

service (EMS) events. These events are non-fatal overdoses and include a date, time and

location, but no information on the cause of the overdose. The second dataset consists

of overdose death events (including location) and are accompanied by a toxicology report

that screens for substances present or absent in the overdose event. We develop a marked

point process model for the heterogeneous dataset that uses non-negative matrix factoriza-

tion to reduce the dimension of the toxicology reports to several categories. We then use

an Expectation-Maximization algorithm to jointly estimate model parameters of a Hawkes

process and simultaneously infer the missing overdose category for the nonfatal overdose

EMS data.

Criminology and public health disciplines have leveraged spatio-temporal event modeling

in attempts to predict social harm for effective interventions [  34 ]–[ 36 ]. Fifty percent of crime

has been shown to concentrate within just 5 percent of an urban geography [  37 ]. Geographic

concentrations of drug-related emergency medical calls for service [  38 ], drug activity [  39 ],

13



and opioid overdose deaths mirror those of crime [  40 ]. In particular, over half of opioid

overdose deaths in Indianapolis occur in less than 5% of the city [ 40 ].

Patterns of repeat and near-repeat crime in space and time further suggest that not only

does crime concentrate in place but that such events are an artifact of a contagion effect

resulting from an initiating criminal event [ 41 ]. Similar observations have also explained the

diffusion of homicide events [  42 ]. Experiments of predictive policing models using spatio-

temporal Hawkes and self-exciting point processes demonstrates that such empirical realities

can be harnessed to direct police resources to reduce crime [ 43 ]. Thus, the inter-dependence

and chronological occurrence of event types in crime and public health lend promise to how

to best predict other social harm events, such as opioid overdoses.

We show that the point process defined on the integrated, heterogeneous data out-

performs point processes that use only homogeneous coroner data. We also investigate

the extent to which overdoses are contagious, as a function of the type of overdose, while

controlling for exogenous fluctuations in the background rate that might also contribute to

clustering. We find that opioid overdose deaths exhibit significant excitation, with branching

ratio ranging from .72 to .98.

1.2 Survival Modeling on Transition of Suicidal Ideation

In 2019, approximately 47,500 deaths in the U.S. were attributed to suicide by the Center

for Disease Control [  44 ]. Given that suicide can be preventable by early intervention, recent

data mining research has focused on the analysis of social media text, content and networks

to identify suicide ideation and to better understand social media user risk, trajectories,

interactions, and potential interventions.

One line of recent research focuses on detecting suicide ideation in online user content

on sites such as Twitter and Reddit [ 45 ]–[ 47 ]. Other research has focused on modeling

data from text messages [  48 ] and surveys [  49 ], [ 50 ]. While some studies utilized text based

features input into classical machine learning models, more recently deep learning has been

used to detect suicide ideation in text data [  51 ]–[ 53 ]. A comprehensive survey on machine

14



learning for suicide detection can be found in [  54 ], and [ 55 ] provides a survey on mining

social networks to improve suicide prevention.

Reddit in particular has been the focus of recent data mining research on suicide, as

several subreddits such as ’r/suicidewatch’ provide forums for individuals thinking about

suicide, drug addiction, and/or depression and who may be seeking help from others online.

In [  56 ], the authors analyzed discourse patterns of posts and comments on four Reddit

online communities including r/depression, r/suicidewatch, r/anxiety and r/bipolar. In [ 57 ],

detection methods were developed for suicide ideation in text on r/suicidewatch and related

subreddits and in [  58 ], the authors showed how to improve detection on r/suicidewatch

by combining graph and language models. Other work has focused on determining the

impact of the COVID-19 pandemic on suicide ideation on Reddit [  59 ], creating an automated

question answering system for suicide risk assessment using posts and comments extracted

from r/suicidewatch [ 60 ], and predicting the degree of suicide risk on r/suicidewatch and

related subreddits [ 61 ].

While a great deal of work has focused on detecting suicide ideation in online posts,

there has been limited research on the temporal dynamics of users and suicide ideation.

For example, a user who has suicidal thoughts may post on social media, at which point

another may be able to intervene and provide mental health support. However, it is possible

that earlier posts may have contained early indicators that could also have been points for

interventions. In this work our goal is to better understand these earlier events through

time-to-event survival analysis of transitions from other subreddit forums to r/suicidewatch.

In Figure  4.1 , we show three example post sequences from Reddit that illustrate the type

of dynamics we would like to model in the present paper. The first user posts on r/LongDis-

tance several times, indicating that they feel sad and are having relationship problems due

to long distance, the user then posts on r/teenagers a few times expressing their confusion

and then later post on r/suicidewatch. Our goal is to identify which subreddits have a higher

association with users transitioning to posting on r/suicidewatch, which text based features

are associated with such transitions, and the time between posts from other forums and the

first post on r/suicidewatch. We note that temporal dynamics of suicide ideation on Reddit

were considered in [ 62 ], however the authors analyzed day of week and hour of day trends

15



in the times of posts rather than analyzing the inter-event time dynamics of transitions to

r/suicidewatch.

1.3 Contribution

We summarize the major contributions of this dissertation:

• Latent covariates estimation: We combine heterogeneous data that contains spatial-

temporal information and high dimensional marks to model the overall contagion pat-

tern of events. We introduce a semi-supervising algorithm that learns the missing

marks in the data. We compare our model to baseline models on both synthetic and

real-world datasets to validate its superiority for event type prediction and model pa-

rameters recovery.

• Time-to-event modeling: We collect and process data from social network that contains

temporal information of events as well as corresponding text and user interaction.

We learn users’ suicidal ideation transition from a convolution of suicidal thought

analysis model, sentence embedding model, and Cox proportional hazard model. We

find statistically significant features from high dimensional text, indicators for source

and suicide risk.

1.4 Orgnization

This dissertation is organized as follows. In Chapter  2 , we provide brief background of

topics covered in later chapters, such as Hawkes models and Cox models and how they both

connect to counting process. We also provide an overview on social harm events, including

opioid overdose deaths and suicidal ideation. In Chapter  3 , we discuss a semi-supervised

estimation approach towards handling heterogeneous data and propose a Hawkes process

model in recovering latent covariates of heterogeneous drug overdose datasets. In Chapter

 4 , we provide details on the data we collected from Reddit (r/suicidewatch and connected

subreddits).We present our results of time-to-event modeling of transitions to r/suicidewatch,

including the important features that indicate transitions.
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2. BACKGROUND AND RELATED WORKS

In this chapter, we discuss background material and some related literature on: point process

and its variations, including Poisson process, and Hawkes process. We also review the Cox

proportional hazard model as a survival analysis model that relates to counting process.

Topics such as heterogeneous data, social harm, and natural language processing models are

also covered.

2.1 Point Process

Definition 2.1 (Counting process [  14 ]). For a given time t, let N(t) be the number of events

that have occurred up to, and including t. Then N(t) is a counting process.

The process jumps up one unit each time an event is observed. This definition lends

itself to a point process, a random collection of points falling in some space [ 63 ]. In many

applications, temporal point processes are used to describe data that are contained within a

finite set of time points [ 64 ].

One of the many well-known examples of a point process is the homogeneous (stationary)

Poisson process, where the jumps occur randomly and independently of each other, with a

constant rate [ 14 ].

Proposition 2.1.1 (Khinchin’s Existence Theorem). For a homogeneous point process, the

limit

λ = lim
h↓0

Pr{N(0, h] > 0}
h

(2.1)

exists, though it may be infinite.

Proof to Proposition  2.1.1 is provided in [ 65 ].

The parameter λ is the intensity or rate of a point process. When λ is finite, we can

rewrite Equation ( 2.1 ) as

Pr{N(t, t + ∆t] > 0} = Pr{there is at least one point in (t, t + ∆t]}

= λ∆t + o(∆t) (h → 0)
(2.2)

17



2.1.1 Poisson process

Homogeneous Poisson process

Definition 2.2 (Homogeneous Poisson process [  66 ], [  67 ]). A homogeneous Poisson process

N(t) is characterized by a rate parameter, λ, when it satisfies two conditions:

1. For any interval (t, t + ∆t], ∆N(t, t + ∆t] ∼ Pois(λ · ∆t);

2. For any non-overlapping intervals (t, t + ∆t] and (s, s + ∆s], ∆N((t, t + ∆t]) and

∆N ((s, s + ∆s]) are independent.

Inhomogeneous Poisson process

Definition 2.3 (Non-homogeneous Poisson process [  66 ]). An inhomogeneous Poisson process

N(t) with rate function λ(t) is a point process with two conditions:

1. For any interval (ts, te], ∆N(ts, te] ∼ Pois
(∫ te

ts

λ(t)dt
)

;

2. For any non-overlapping intervals (t, t + ∆t] and (s, s + ∆s], ∆N ((t, t + ∆t]) and

∆N ((s, s + ∆s]) are independent.

Let f(tn+1|Htn) be the conditional density function of the next event occurred at

time tn+1 given the history of previous events.Htn denotes the point process history up to

time tn. Then the conditional intensity function is defined [ 68 ] as

λ∗(t) = f(t|Htn)
1 − F (t|Htn) , (2.3)

where F (t|Htn) is the corresponding cumulative distribution function for any t > tn.

The expression in ( 2.3 ) can be interpreted as the mean number of events in a region

conditioned on the past [ 68 ], i.e., E[N([t, t + ∆t])|Ht− ].

For a Poisson process, λ∗(t) = λ(t) since the conditional intensity function is independent

of the past.
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The general likelihood function of a Poisson process takes the form [ 65 ]

L(o,T ](N ; t1, · · · , tN) = e−Λ(0,T ]
N∏

i=1
λ(ti)

= exp
(

−
∫ T

0
λ(t)dt +

∫ T

0
logλ(t)N(dt)

)
,

(2.4)

where Λ(ai, bi] =
∫ bi

ai
λ(x)dx.

2.1.2 Hawkes process

A point process N(t) is self-exciting if cov{N(s, t), N(t, u)} > 0 for s < t < u [ 69 ].

In words, occurrence of points in such a point processes excites the process in the sense that

the chance of a subsequent occurrence is increased for some period of time after the previous

event [  17 ]. These point processes are widely used in seismology [  70 ], [  71 ], neural science [  72 ],

[ 73 ], epidemiology [ 12 ], [ 74 ], [ 75 ], crime [ 34 ], [ 76 ], finance [ 77 ], [ 78 ] and more.

A univariate Hawkes process can be simply temporal [ 79 ]

λ(t|Ht) = µ +
∫ t

0
g(t − u)dN(u)

= µ +
∑

i:ti<t

g(t − ti),
(2.5)

where µ is a constant background rate of events and g(·) is the triggering function which

determinces the form of self-excitation. Sequence {t1, t2, · · · , tn} denotes the observed times

of events. The background process is a Poisson process with rate µ, and g(·) determines the

intensities of offspring processes of triggered events.

A spatio-temporal Hawkes process is an extension of Equation ( 2.5 )

λ(s, t|Ht) = µ(s) +
∑

i:ti<t

g(s − si, t − ti), (2.6)

where µ(·) is a function of space that models spatial clustering, and sequence {s1, s2, · · · , sn}

denotes the sequence of locations of observed occurrences. Form of g(·) is often taken to be

separable in space and time for simplicity, while the choice of form depends on the actual
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application. For example, in analyzing aftershock activities, a modified Omori formula (a

decay law) [ 80 ] is used [ 81 ].

g(t − ti, x − xi, y − yi, mi) = K0ea(mi−M0)

(t − ti + c)(1+w)((x − xi)2 + (y − yi)2 + d)(1+ρ) , (2.7)

where the process history Ht = {(ti, xi, yi, mi) : ti < t} consists of earthquake epicenters

(xi, yi), earthquake magnitudes mi at time ti. K0 is a normalizing constant related to the

expected number of direct aftershocks triggered by earthquake i; c, d, a, w, and ρ are nor-

malizing parameters and M0 is the lowest magnitude of earthquake considered.

In many other applications, researchers often model the contagion between events as a

convolution of a spatial Gaussian mixture model and a temporal Hawkes process with an

exponential kernel [ 82 ], [ 83 ]

g(t − ti, x − xi, y − yi) = K0 w exp(−w(t − ti)) × 1
2πσ2 exp

(
−(x − xi)2 + (y − yi)2

2σ2

)
, (2.8)

where we let K0 denote the expected number of events that are triggered in the point process

; w denote the parameter that controls how fast the rate λ goes back to its baseline level µ

after an occurrence, and σ denote the standard deviation in the Gaussian triggering kernel.

The value of σ determines the extent to which the triggering effect spreads in space [ 83 ].

The likelihood of Hawkes processes ( 2.5 ) follows Equation ( 2.4 )

L(Θ) =
[

N∏
i=1

λ(ti)
]

exp
(

−
∫ T

0
λ(t)dt

)
, (2.9)

where Θ is the parameter vector. Hence the log-likelihood is [  65 ]

l(Θ) =
N∑

i=1
log(λ(ti)) −

∫ T

0
λ(t)dt. (2.10)
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Log-likelihood of a spatio-temporal Hawkes process ( 2.6 ) follows similarly:

l(Θ; X) =
N∑

i=1
log(λ(si, ti)) −

∫ T

0

∫
X

λ(s, t)dsdt, (2.11)

where X is the spatial domain of occurrences.

Multivariate Hawkes Process

For a p-dimensional multivariate Hawkes process, the conditional intensity function of

the i-th node takes the form

λi(t) = µi +
p∑

j=1

∑
i:ti<t

gij(s − si, t − ti)dNj(s), (2.12)

where µi is the background rate for process (node) i, and gij(·) models the intensities of

triggering effect between events from node i and any other node j.

Log-likelihood of the multivariate Hawkes process ( 2.12 ) is given by [ 83 ]

l(Θ; X) =
N∑

k=1
log(λik(tk)) −

p∑
i=1

∫ T

0

∫
X

λi(s, t)dsdt, (2.13)

where ik is the point process that event k is associated with.

2.1.3 Estimation

Hawkes process models are mostly fit using maximum likelihood [  79 ], when the log-

likelihood in Equations (  2.11 ) and (  2.13 ) are compulationally tractable to evaluate. Alterna-

tively, [  4 ], [  84 ] showed the likelihood can be maximized with the expectation-maximization

(EM) algorithm [  85 ]. We introduce a latent variable li for each event i, which indicates where

the event comes from. If the event is from the background, li = 0; otherwise it is triggered
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by a previous event j, and li = j. Then for a spatio-temporal Hawkes process in ( 2.11 ) the

complete-data log-likelihood is given by

lc(Θ; X) =
N∑

i=1
I(li = 0)log(µ(si))

+
N∑
i,j

I(li = j)log(g(si − sj, ti − tj))

−
∫ T

0

∫
X

λ(s, t)dsdt,

(2.14)

where I(·) is the indicator function.

In the E-step, we estimate the probabilities based on the current parameters values Θ̂

Pr(li = j) = g(si − sj, ti − tj)
λ(si, ti)

, tj < ti (2.15)

Pr(li = 0) = µ(si)
λ(si, ti)

. (2.16)

In the M-step, we update the model parameters Θ by maximizing the expectation of

lc(Θ) in ( 2.14 )

E[lc(Θ)] =
N∑

i=1
Pr(li = 0)log(µ(si))

+
N∑
i,j

Pr(li = j)log(g(si − sj, ti − tj))

−
∫ T

0

∫
X

λ(s, t)dsdt.

(2.17)

We utilize this approach in Chapter  3 .

2.1.4 Survival Analysis

In this subsection, we provide an overview on survival data, and show the key ideas used

in the analysis of survival data using the counting process approach.

22



Censoring

Survival time (also known as failure time) is the time to an event of interest [  86 ]. The

analysis of group data is defined as survival analysis [ 87 ].

These analyses are difficult and complicated when individuals may not be observed to

experience the event before the end of study [  88 ], or we may lose touch with them during

the study [  87 ]. For an individual who is observed without failure (event) by the end of study

and has a failure time, such incomplete observation of the failure time is called censoring.

Counting Process

The survival function S(t) [ 14 ], defined as S(t) = P (T ≥ t), gives the probability that

the failure occurs later than an observed time t. The cumulative distribution function (CDF)

of the survival time gives the cumulative probability for a given t:

F (t) = P (T < t) = 1 − S(t)

The hazard function h(t) is defined as the probability that an event will occur in the time

interval [t, t + ∆t) given that the event has not occurred before time t [ 14 ]:

h(t) = lim
∆t→0

P(t ≤ T < t + ∆t|T ≥ t)
∆t

= f(t)
S(t) =

d(1−S(t))
dt

S(t) = − d

dt
[logS(t)] , (2.18)

where f(t) is the probability density function (PDF) of the survival time.

Consider N independent non-negative random variables T1, T2, · · · , TN corresponding to

survival times of N individuals and let hi(t) denote the hazard rate at Ti. We may obtain

counting processes N c
i (t) = I{Ti ≥ t} from the survival times. These individual counting

processes can add together to become an aggregated process N c(t) [ 14 ]:

N c(t) =
N∑

i=1
N c

i (t). (2.19)

This process counts the occurrences of failures by time t.
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It follows from intensity function ( 2.3 ) that N c
i (t) have intensity processes [ 14 ]:

λc
i (t) = hi(t)I{Ti > t}, ∀i = 1, · · · , N, (2.20)

and aggregated intensity process [ 14 ]:

λc(t) = h(t)Y c(t), (2.21)

where Y c(t) =
N∑

i=1
I{Ti ≥ t} is the number of individuals when event could occur before time

t. Here we assume hi(t) = h(t), which means the survival times are i.i.d. with hazard rate

h(t).

We extend this analysis to a study with censored survival time T̃i. We introduce an

indicator variable Di [ 14 ] where

Di = 1 when T̃i = Ti, i.e., uncensored;

Di = 0 when T̃i < Ti, i.e., censored.
(2.22)

Under the independent censoring assumption [ 14 ]:

P(t ≤ T̃i < t + ∆t, Di = 1|T̃i ≥ t, past) = P(t ≤ Ti, t + ∆t|Ti ≥ t), (2.23)

the counting processes

Ni(t) = I{T̃i ≥ t, Di = 1}, ∀i = 1, · · · , N (2.24)

denote the number of observed events.

Moreover, the independent censoring assumption provides the intensity process for Ni(t):

λi(t) = hi(t)Yi(t), (2.25)

where Yi(t) = I{T̃i ≥ t} indicates if individual i is at risk before time t.
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Similarly as in the uncensored scenario, we are interested in the aggregated counting

process [ 14 ]:

N(t) =
N∑

i=1
Ni(t) =

N∑
i=1

I{T̃i ≥ t, Di = 1}. (2.26)

Equation ( 2.21 ) remains valid for process ( 2.26 ).

The Cox Model

We are interested in the effect of covariates in survival studies, hence Cox proportional

hazard model was brought up in [  20 ]. This semi-parametric model is similar to multivariate

regression model which enables the difference between survival times to be tested while

taking other factors into consideration [ 86 ].

The Cox model [ 20 ] with p covariates takes the form

h(t|xi) = h0(t) exp(βT · xi(t)), (2.27)

where xi(t) = (xi1(t), · · · , xip(t))T is a vector of covariates for individual i, and β = (β1, · · · ,

βp)T is the coefficients vector of regression.

For a counting process Ni(t), the intensity process derived from ( 2.25 ) is:

λi(t) = Yi(t) h0(t) exp(βT · xi(t)). (2.28)

Then for an aggregated counting process ( 2.26 ), the intensity process is

λ(t) =
n∑

i=1
λi(t) =

n∑
i=1

Yi(t) h0(t) exp(βT · xi(t)). (2.29)

The conditional probability of an occurrence for individual i at time t, given the

past and knowing that an occurrence is observed at the time is [ 14 ]:

π(i|t) = λi(t)
λ(t) = Yi(t) exp(βT · xi(t))

n∑
i=1

Yi(t) exp(βT · xi(t))
. (2.30)
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The partial likelihood for β is computed by multiplying the conditional intensities in ( 2.30 )

over all observations [ 14 ]:

L(β) =
∏
Tj

exp(βT · xij(Tj))∑
l∈Rj exp(βT · xl(Tj))

, (2.31)

where ij is the index of individual with an event occurs at Tj, and Rj = {l|Yl(Tj) = 1} is the

risk set at Tj, i.e., the set of individuals at risk before Tj and have not been censored [ 14 ].

We will revisit the Cox proportional hazard model in Chapter  4 .

Kaplan-Meier and Nelson-Aalen Estimators

The Kaplan-Meier (KM) estimator [  89 ] is defined to estimate probability of surviving in a

given length of time. Formally put, the probability of an individual who has not experienced

the event of interest at time Tj, S(Tj), is calculated from S(Tj−1) [ 14 ], [ 90 ]. The KM estimator

is [ 14 ]:

Ŝ(Tj) = Ŝ(Tj−1)
(

1 − dj

nj

)
=

∏
Ti≤Tj

(
1 − di

ni

)
=

∏
Ti≤Tj

(
1 − 1

Y (Ti)

)
, (2.32)

where dj is the number of events at Tj, and nj is the number of individuals at risk at Tj.

Y (Ti) =
N∑

l=1
Yl(Ti) is the number of individuals at risk before Ti. The Kaplan-Meier survival

curve is a plot of the Kaplan-Meier survival probability against time, which provides a

summary of the data, such as median survival time [ 90 ].

We will use KM plots several times in Chapter  4 to interpret the model.

The Nelson-Aalen (NA) estimator [ 91 ]–[ 93 ] is a non-parametric estimator that is derived

from the hazard rate h(t). The cumulative hazard rate

H(t) =
∫ t

0
h(s)ds (2.33)

is estimated by the NA estimator [ 14 ]

Ĥ(t) =
∑
Tj≤t

dj

nj
=
∑
Tj≤t

1
Y (Tj)

. (2.34)
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An alternative estimator of the survival function S(t) is obtained from Equations (  2.18 )

and ( 2.33 )

Ŝ(t) = exp(−Ĥ(t)). (2.35)

It has been shown that KM estimator is related to the NA estimator in the way that

the survival function is related to the cumulative hazard rate [  14 ]. The KM estimator of the

survival function S(t) is

Ŝ(t) =
∏

Tj≤t

{1 − ∆Ĥ(Tj)}, (2.36)

where ∆Ĥ(Tj) = 1/Y (Tj).

2.2 Social Harm

Social harm [  94 ] is defined as socially constructed flows which cause damage and chaos

to the structures and processes of human activities. As stated in [ 95 ], social harm is the

“negative collective impacts associated with an illegal or disorderly act, or social control

intervention”. The concept of social harm has become more and more important when

studying the problem of delivery of safety for individuals, their families, and the communities.

Suicidal behavior is a leading cause of death and disability worldwide. Fortunately, recent

developments in suicide theory and research have shown that suicide can be preventable by

early intervention [ 96 ].

In this section, we provide an overview on why social harms such as drug overdose need

our attention and key developments in suicide research.

2.2.1 Drug Overdose

A drug overdose is taking excessive dose of a drug obtained either legally via a prescrip-

tion, or illegally. An overdose may result in serious, harmful symptoms or death. According

to CDC [  97 ], “there were an estimated 100,306 drug overdose deaths in the United States

during 12-month period ending in April 2021, an increase of 28.5% from the 78,056 deaths

during the same period the year before”.
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Opioids are a leading cause in these deaths and these trends are characterized by three

distinct time periods [  98 ]. In the 1990s overdose deaths were driven by prescription opioid-

related deaths [ 99 ], whereas reduced availability of prescriptions led to an increase of heroin-

related deaths beginning in the 2010s [ 99 ]–[ 101 ]. Illicit fentanyl, a synthetic opioid 50 to

100 times more potent than morphine [  102 ], has become a major cause of opioid-related

deaths since around 2013. It is estimated that in 2016 around half of opioid-related deaths

contained fentanyl [  103 ], and fentanyl mixed into heroin and cocaine is likely contributing

to many of these overdose deaths [ 104 ], [ 105 ].

In the estimated overdose death cases from CDC [  106 ], number of opioids-related overdose

deaths increased to 75,673 in the 12-month period ending in April 2021, a 35% increase from

the year before. Based on provisional data released by CDC [ 97 ], number of overdose deaths

from synthetic opioids (primarily fentanyl), psychostimulants (such as methamphetamine),

cocaine, as well as natural and semi-synthetic opioids all increased.

Drug overdose adds adverse effects on the family system and individual members. These

effects include emotional burden, economic burden, and relationship stress [ 107 ]. Drug over-

dose impacts the social functioning of individuals and also creates a burden for society. This

social harm contributes to family and community, health, education, crime, and employment

issues [ 108 ].

2.2.2 Suicidal Ideation

Suicide is a leading cause of death in the United States, with 45,979 deaths in 2020,

according to CDC [  109 ]. The number of individuals with suicidal ideation is even higher.

Suicide affects all ages, especially among youth and young adults [ 110 ].

Some groups are at higher risk for suicide. These groups include veterans, sexual and

gender minorities, victims of violence (e.g., childhood abuse, bullying, or sexual violence),

and so much more [ 111 ].

In recent research of suicidal theory, one key development is to distinguish the develop-

ment of suicidal ideation and the evolution from ideation to suicide attempts [ 112 ]. Suicidal

ideation is defined as developing the idea of, or planning suicide; and suicide attempt is a

28



non-fatal, harmful behavior with an intent to die [  112 ]. In Chapter  4 , we conduct a study

using Reddit data to explore the transition to suicidal ideation.
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3. ESTIMATION OF HAWKES PROCESSES WITH

HETEROGENEOUS DATA

A version of this chapter was previously published by Annals of Applied Statistics. Liu,

X., Carter, J., Ray, B., Mohler, G. Point process modeling of drug overdoses with het-

erogeneous and missing data. Annals of Applied Statistics, 2021, Vol. 15, No. 1, 1–14

https://doi.org/10.1214/20-AOAS1384.

3.1 Introduction

Over 500,000 drug overdose deaths have occurred in the United States since 2000 and

over 70,000 of these deaths occurred in 2017 [ 113 ]. Opioids are a leading cause in these deaths

and these trends are characterized by three distinct time periods [  98 ]. In the 1990s overdose

deaths were driven by prescription opioid-related deaths [  99 ], whereas reduced availability

of prescriptions led to an increase of heroin-related deaths beginning in the 2010s [ 99 ]–[ 101 ].

Illicit fentanyl, a synthetic opioid 50 to 100 times more potent than morphine [  102 ], has

become a major cause of opioid-related deaths since around 2013. It is estimated that in

2016 around half of opioid-related deaths contained fentanyl [ 103 ], and fentanyl mixed into

heroin and cocaine is likely contributing to many of these overdose deaths [ 104 ], [ 105 ].

Criminology and public health disciplines have leveraged spatio-temporal event modeling

in attempts to predict social harm for effective interventions [  34 ]–[ 36 ]. Fifty percent of crime

has been shown to concentrate within just 5 percent of an urban geography [  37 ]. Geographic

concentrations of drug-related emergency medical calls for service [  38 ], drug activity [  39 ],

and opioid overdose deaths mirror those of crime [  40 ]. In particular, over half of opioid

overdose deaths in Indianapolis occur in less than 5% of the city [ 40 ].

Patterns of repeat and near-repeat crime in space and time further suggest that not only

does crime concentrate in place but that such events are an artifact of a contagion effect

resulting from an initiating criminal event [ 41 ]. Similar observations have also explained the

diffusion of homicide events [  42 ]. Experiments of predictive policing models using spatio-

temporal Hawkes and self-exciting point processes demonstrates that such empirical realities
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can be harnessed to direct police resources to reduce crime [ 43 ]. Thus, the inter-dependence

and chronological occurrence of event types in crime and public health lend promise to how

to best predict other social harm events, such as opioid overdoses.

In this work we consider the modeling of two datasets of space-time drug and opioid

overdose events in Indianapolis. The first dataset consists of emergency medical calls for

service (EMS) events. These events are non-fatal overdoses and include a date, time and

location, but no information on the cause of the overdose. The second dataset consists

of overdose death events (including location) and are accompanied by a toxicology report

that screens for substances present or absent in the overdose event. We develop a marked

point process model for the heterogeneous dataset that uses non-negative matrix factoriza-

tion to reduce the dimension of the toxicology reports to several categories. We then use

an Expectation-Maximization algorithm to jointly estimate model parameters of a Hawkes

process and simultaneously infer the missing overdose category for the nonfatal overdose

EMS data.

We show that the point process defined on the integrated, heterogeneous data out-

performs point processes that use only homogeneous coroner data. We also investigate

the extent to which overdoses are contagious, as a function of the type of overdose, while

controlling for exogenous fluctuations in the background rate that might also contribute to

clustering. We find that opioid overdose deaths exhibit significant excitation, with branching

ratio ranging from .72 to .98.

The outline of the paper is as follows. In Section II, we provide an overview of our

modeling framework. In Section III, we run several experiments on synthetic data to validate

the model and also on Indianapolis drug overdose data to demonstrate model accuracy on

the application. We discuss several policy implications and directions for future research in

Section IV.
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3.2 Methods

3.2.1 Self-exciting point processes

In this work we consider a self-exciting point process of the form, [ 84 ]:

λ(x, y, t) = µ0ν(t)u(x, y) +
∑

i:ti<t

g(x − xi, y − yi, t − ti), (3.1)

where g(x, y, t) is a triggering kernel modeling the extent to which risk following an event

increases and spreads in space and time. The background Poisson process modeling sponta-

neous events is assumed separable in space and time, where u(x, y) models spatial variation

in the background rate and ν(t) may reflect temporal variation arising from time of day,

weather, seasonality, etc. The point process may be viewed as a branching process (or

superposition of Poisson processes), where the background Poisson process with intensity

µ0ν(t)u(x, y) yields the first generation and then each event (xi, yi, ti) triggers a new gener-

ation according to the Poisson process g(x − xi, y − yi, t − ti).

We allow for self-excitation in the model to capture spatio-temporal clustering of over-

doses present in the data. For example, a particular supply of heroin may contain an unusu-

ally high amount of fentanyl, leading to a cluster of overdoses in a neighborhood where the

drug is sold and within a short time period.

Model  3.1 can be estimated via an Expectation-Maximization algorithm [  4 ], [ 114 ], lever-

aging the branching process representation of the model. Let L be a matrix where lij = 1 if

event i is triggered by event j in the branching process and lii = 1 if event i is a spontaneous

event from the background process. Then the complete data log-likelihood is given by,

∑
i

lii log(µ0ν(ti)u(xi, yi)) −
∫

µ0ν(t)u(x, y, )dxdydt

+
∑

ij
lij log(g(xi − xj, yi − yj, ti − tj))

−
∑

j

∫
g(x − xj, y − yj, t − tj)dxdydt.

(3.2)
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Thus estimation decouples into two density estimation problems, one for the background

intensity and one for the triggering kernel. Because the complete data is not observed, we

introduce a matrix P with entries pij representing the probability that event i is triggered

by event j.

Given an initial guess P0 of matrix P , a non-parametric density estimation procedure

can be used to estimate u and v from {tk, xk, yk, pkk}N
k=1, providing estimates u0, v0 in the

maximization step of the algorithm.

More specifically, we estimate u and v using leave-one-out kernel density estimation,

v(ti) = 1
Nb

∑
i 6=j

pjj

2πb1
2 exp

{
−(ti − tj)2

2b1
2

}
,

u(xi, yi) = 1
Nb

∑
i6=j

pjj

2πb2
2 exp

{
−(xi − xj)2 + (yi − yj)2

2b2
2

}
,

(3.3)

where Nb = ∑
i pii is the estimated number of background events and b1, b2 are the kernel

bandwidths that can be estimated via cross-validation or based on nearest neighbor distances.

Because u and v are chosen to integrate to 1, we then have the ML estimate µ̂0 = Nb

We assume the triggering kernel is given by a separable function that is exponential in

time (Figure  3.1 ) with parameter ω and Gaussian in space with parameter σ [ 82 ],

g(x, y, t) = K0 (w · exp {−wt}) · 1
2πσ2 · exp

{
− 1

2σ2 (x2 + y2)
}

. (3.4)

We then obtain an estimate for the parameters using weighted sample averages from the

data {ti − tj, xi − xj, yi − yj, pij}ti>tj
,

K̂0 =
∑
ti>tj

pij

/∑
i,j

pij,

ŵ =
∑
ti>tj

pij

/∑
ti>tj

pij · (ti − tj),

σ̂ =
√√√√∑

ti>tj

pij · [(xi − xj)2 + (yi − yj)2]
/

2 ·
∑
ti>tj

pij

(3.5)
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Figure 3.1. Histogram of inter-event times of real data, suggests that time
triggering function is exponential.

In the estimation step, we estimate the probability that event i is a background event

via the formula,

pii = µ0u(xi, yi)v(ti)
λ(xi, yi, ti)

, (3.6)

and the probability that event i is triggered by event j as,

pij = g(xi − xj, yi − yj, ti − tj)
λ(xi, yi, ti)

, (3.7)

[ 115 ]. We then iterate for n = 1, ..., Nem between the expectation and maximization steps

until a convergence criteria is met:

1. Estimate un, vn, and gn using ( 3.3 ) and ( 3.5 ).

2. Update Pn from un, vn, and gn using ( 3.6 ) and ( 3.7 ).
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3.2.2 Modeling with heterogeneous event data

In this work we assume that we are given two datasets A and B, though our mod-

eling framework extends more generally to three or more. Event dataset A contains low

dimensional, unmarked space-time events, whereas dataset B contains space-time events

with high-dimensional marks. In our application, drug overdoses that do not result in death

comprise dataset A, whereas those overdoses that do result in death are accompanied by

a high-dimensional mark, namely the toxicology screen conducted by the coroner. Event

dataset B therefore contains a much smaller number of events compared to A.

Next we use non-negative matrix factorization (NMF) [ 116 ] to reduce the dimension of

the high-dimensional mark of dataet B into an indicator for K groups. Each toxicology

report consists of an indicator (presence or absence) for each one of 133 drugs the test

screens. These reports then are input into a overdose-drug matrix analogous to a document-

term matrix in text analysis using NMF. We then use NMF to factor overdose-drug matrices

into the product of two non-negative matrices, one of them representing the relationship

between drugs and topic clusters and the other one representing the relationship between

topic clusters and specific overdose events in the latent topic space. The second matrix yields

the cluster membership of each event (the cluster is the argmax of the column corresponding

to each event).

3.2.3 Estimation of a marked point process with missing data

Merging dataset A and B, we now have marked event data (xi, yi, ti, ki) where the mark

ki is one of k = 1, ..., K clusters and is unknown for event data coming from A but is known

for event data from B.

Model ( 3.1 ) can be extended by adding in the group labels

λk(x, y, t) = µk
0uk(x, y)vk(t) +

∑
i:ti<t
ki=k

gk(x − xi, y − yi, t − ti), (3.8)
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where gk is modelled as follows:

gk(x, y, t) =Kk
0

(
wk · exp

{
−wkt

})
·

1
2πσk2 · exp

{
− 1

2σk2

[
x2 + y2

]}
,

(3.9)

Here we assume each cluster k has its own parameters (ωk, µk
0, σk, Kk

0 ).

We then extend the branching structure matrix P to a set of K matrices, P k, with initial

guess P k
0 and entries:

pk
ij =



1
K

, if i = j and event i from A

1, if i = j, event i from B and belongs to group k

0, otherwise

Then P k can be updated similarly for each cluster k = 1, · · · , K:

pk
ii = uk(xi, yi)vk(ti)

λk(xi, yi, ti)
, (3.10)

and

pk
ij = gk(xi − xj, yi − yj, ti − tj)

λk(xi, yi, ti)
, (3.11)

where for each event i from dataset A, we have that
K∑

k=1

( ∑
ti≥tj

pk
ij

)
= 1, and for event i from

dataset B we have that pk̃
ij = 0 for all events j where ti ≥ tj and k̃ is not the group to which

event i belongs.
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The parameters are then estimated using P k:

Kk
0 =

∑
ti>tj

pk
ij

/∑
i,j

pk
ij,

wk =
∑
ti>tj

pk
ij

/∑
ti>tj

pk
ij · (ti − tj),

σk =

√√√√√∑
ti>tj

pk
ij · [(xi − xj)2 + (yi − yj)2]

/2 ·
∑
ti>tj

pk
ij

,

µk
0 =

∑
pk

ii.

and the EM algorithm is iterated to convergence.

3.3 Results

3.3.1 Synthetic Data

0
0

1

1

bg(1) bg(2)

bg(3) bg(4)

Figure 3.2. Simulation of events’ location: for each background event, prob-
abilities of falling in the purple, orange, green, and yellow regions are bg(1),
bg(2), bg(3), bg(4), respectively.

To validate our methodology, we simulate point process data where data set B has K = 4

groups with parameters given by those in Table  3.1 and  3.2 . The background rate for each

group is heterogeneous in space, with different rates in each quadrant in the unit square

and homogeneous in time. Figure  3.2 and Table  3.1 illustrate how the background events

are simulated: different background rates are assigned to each of the four different regions.

Table  3.2 contains the true parameters for each group.
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Table 3.1. Background rates of synthetic data.
group bg(1) bg(2) bg(3) bg(4)
1 0.1 0.2 0.3 0.4
2 0.4 0.3 0.2 0.1
3 0.4 0.4 0.1 0.1
4 0.1 0.4 0.1 0.4

Table 3.2. True parameters of synthetic data.
group w K0 σ µ
1 0.1 0.9 0.01 67
2 0.5 0.8 0.001 28
3 1 0.6 0.02 55
4 0.3 0.75 0.003 132
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Table 3.3. Number of events from each group vs estimated number while
dataset A is 30% (left) and 90% (right) of all data.

group
true
#

estimated
#

group 1 570 581
group 2 154 145
group 3 173 168
group 4 431 434

group
true
#

estimated
#

group 1 1197 1195
group 2 71 56
group 3 134 113
group 4 380 418

We then simulate the missing data process by assigning 30% of the data to dataset A

(no label) and 70% to B. We find that the EM algorithm detailed above converges within

50 iterations.

We simulate 50 synthetic datasets and then estimate the true parameters, where the

results are displayed in Figure  3.3 . In the figure, the histograms of w, K0, σ and µ correspond

to the estimates from the EM algorithm, where the red reference lines represent the average

of the 50 results and the true value of the parameters are in blue. We find that our model

is able to accurately recover both the true parameters and the event cluster membership up

to the standard errors of the estimators.

In Table  3.3 , we display the estimated number of events of each group (along with their

actual values) when A has 30% of events as well as when 90% of events are assigned to A

(and thus unknown). We find in both experiments that the model is able to recover the

cluster sizes accurately.

In Figure  3.4 , we compare baseline models estimated only on A or B individually against

the combined model. We also analyze the difference in performance versus the percentage

of events assigned to dataset A. Here we find that the model estimated on both datasets

always has higher likelihood than the models estimated only on one dataset.

3.3.2 Emergency Data and Toxicology Report

Next we analyze a dataset of drug overdose data from Marion County, Indiana (Indi-

anapolis). The data spans the time period from January 14, 2010 to December 30, 2016.

The fatal drug overdose dataset with toxicology reports (dataset B) consists of 969 events
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Figure 3.3. Parameters’ true value (in red dash-dot line) and average of
converged values (in blue solid line).

and the non-fatal, emergency medical calls for service dataset is 24 times bigger, with 22,049

unlabelled events.

We use NMF as described above to cluster the toxicology report data. We use coherence

[ 117 ] to select the number of clusters, which we find to be K = 4 for our data (see Figure  3.5 ).

In Table  3.4 we show the top 24 most frequent drugs and their frequencies present in the fatal

overdose dataset and in Table  3.5 we display the top 5 most frequent drugs found in each

NMF group. In Table  3.5 we find that the first group consists of illicit drugs (6-MAM and
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Figure 3.4. Log-likelihood of the model vs baseline model on individual
datasets with different percentage of A. Left: likelihood evaluated on dataset
A. Right: likelihood evaluated on dataset B.

heroin), whereas group 2 consists of mostly opioids that can be obtained via a prescription.

Group 3 overdoses involve alcohol, whereas group 4 is fentanyl related overdoses.

Next we fit the point process model to the fatal and non-fatal overdose data. In Figure

 3.6 we plot a heatmap of the inferred background events in space, disaggregated by group,

along with the temporal trend of background events in Figure  3.7 . We find that in time, the

frequency of prescription opioid overdoses went down in Indianapolis, whereas illicit opioid

overdoses, including the fentanyl group, increased over the same time period. In space, the

illict drug hotspots are focused downtown, whereas the prescription opioid hotspots are more

spread out in the city.

In Table  3.8 we display the estimated point process parameters. We see that for each

group self-excitation plays a large role, where the branching ratio ranges from .72 to .98.

In Table  3.6 and  3.7 we compare the log-likelihood values of the combined heterogeneous

point process to baseline models estimated only on EMS or overdose death data. Here we

find that including the EMS data improves the AIC values of the model for opioid overdose

death, and the overdose death data improves the AIC of the model for EMS events.
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Table 3.4. 24 most frequently present drugs.
drug frequency drug frequency
Hypnotic 0.9617 11-Nor-9-carboxy-THC 0.8113
Lidocaine 0.5588 11-Hydroxy-THC 0.4856
Phenobarbital 0.4762 Gastrointestinal 0.3841
Eszopiclone 0.3841 THC-Aggregate 0.3580
Promethazine 0.3566 Alcohol 0.2451
Ethanol 0.2451 Opioids 0.2263
Illicit 0.2189 Norfentanyl 0.1773
Amphetamine 0.1760 Acetylfentanyl 0.1605
Fentanyl 0.1571 Acetyl 0.1343
Methamphetamine 0.1162 Morphine 0.1162
Delta-9-THC 0.0907 6-MAM 0.0604
Diazapam 0.0537 THC 0.0524

Table 3.5. Top 5 drugs from each group.
drug group 1 group 2 group 3 group 4

1 6-MAM Benzodiazepine Ethanol Fentanyl
2 Heroin Hydrocodone Alcohol Norfentanyl
3 Codeine Oxycodone Cocaine Opioids
4 Morphine Hydromorphone Illicits Amphetamine
5 Illicit Oxymorphone Benzodiazepine Methamph.
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Figure 3.5. NMF coherence scores of drug overdose clusters vs number of
topic clusters K.

To assess the model with a metric that better mirrors how interventions might work, we

run the following experiment. For each day in January 15, 2010 to December 30, 2016, we

estimate the point process intensity in each of 50x50 grid cells covering Indianapolis. We

then rank the cells by the intensity and assign labels for whether an overdose occurs (1) or

does not occur (0) during the next day. We then compute the area under the curve (AUC)

of this ranking for the baseline and the proposed method. In practice, a point process model

could be used to rank the top hotspots where overdoses are likely to occur and then those

areas could be the focus of targeted interventions, such as distribution of naloxone that

reverses the effects of an overdose.

In Table  3.6 and  3.7 we find that the AUC of the combined model evaluated on overdose

death data is .85, compared to .81 for the model utilizing only overdose data. However

adding overdose death data to the EMS data impairs the model in terms of AUC. The

heterogeneous model has an AUC of .72 compared to .8 for the EMS data model (though

the overdose death data does improve the AIC of the EMS data model).

Table 3.6. Different measurement results on EMS data.
model log-likelihood df AIC AUC
baseline model 4.9892 × 104 4 −9.9774 × 104 0.8032
proposed model 5.5752 × 104 16 −1.1147 × 105 0.7159
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Table 3.7. Different measurement results on Opioid overdose death data.
model log-likelihood df AIC AUC
baseline model −3.6110 × 103 16 7.2540 × 103 0.8088
proposed model 1.7165 × 103 16 −3.4009 × 103 0.8524

3.4 Chapter Summary

Heterogeneous data integration for model improvement promotes several policy and in-

tervention benefits. Research using emergency medical services data has shown that persons

who experience repeat non-fatal drug overdoses have a significantly higher mortality rate

as compared to individuals without repeat events [  118 ]. As our results suggest, toxicol-

ogy data can be leveraged to model overdose diffusion across space and time, and diffusion

varies across geographies. Taken together, integration of large-scale event data and overdose

diffusion can sharpen policy interventions designed to reduce substance abuse and substance-

related deaths. One such policy example is the deployment of nasal naloxone by police and

EMS agencies which mitigates overdose effects [ 119 ].

Integration of heterogeneous data sources also help to contextualize and better under-

stand the nuances of how social harms may affect different populations of people. As our

study illustrates, prescription drug overdoses occur at higher rates in areas further from

downtown Indianapolis, while illicit drug overdoses are more concentrated around the urban

core of the city. These results underscore societal differences of opioid drug use. Consistent

with community explanations of crime and social disadvantage [  120 ], we observe that illicit

drugs, which are more likely to result in mortality, may disproportionately impact minority

communities. Current evidence indicates these trends are driven by heroin and synthetic

Table 3.8. Parameters of estimated model for each group.
Group # K0 w µ σ

1 0.9609 0.0153 4.0517 0.0148
2 0.9864 0.0170 2.8304 0.0313
3 0.7257 0.0094 28.7279 0.0044
4 0.9214 0.0143 4.4550 0.0091
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opioid-related deaths as well as growing use of fentanyl-laced cocaine among African Ameri-

cans [  121 ], [ 122 ]. Moreover, these trends persist despite evidence that African Americans are

less likely to be prescribed opioids for pain relative to Caucasians [ 123 ], which has been iden-

tified as a primary pathway to illicit opioid use [  124 ]. Together, current evidence suggests the

50 100 150
level

50 100 150
level

25 50 75
level

25 50 75 100
level

Figure 3.6. Heatmaps of non-fatal overdose events (left) and fatal overdose
events (right). Top row: group 1; bottom row: group 2.
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epidemiology of opioid use, especially illicit opioid use, is not well-defined for racial-ethnic

minorities. Heterogeneous data integration is likely the most appropriate path forward to

improve our understanding of this issue.

Our work here is also related to the analysis of free text data that accompanies crime

reports [ 125 ]–[ 127 ] and other types of incidents, for example railway accidents [ 6 ]. While the

majority of point process focused studies of crime and social harm use only location, time, and

incident category as input into the model, we believe future research efforts on incorporating

auxilliary, high-dimensional information into these models may yield improvements in model

accuracy and also provide insight into the underlying causal mechanisms in space-time event

contagion.

We do note that disentangling contagion patterns from other types of spatio-temporal

clustering is challenging due to seasonal and exogeneous trends [  76 ], [  128 ]. Future work

should also focus on investigating the extent to which drug overdose triggering found in the

present study can be detected across cities and model specifications.
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Figure 3.6. Heatmaps of non-fatal overdose events (left) and fatal overdose
events (right) (cont.). Top row: group 3; bottom row: group 4.
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Figure 3.7. Histograms of non-fatal (grey) and fatal (red) overdose events for
each group over time: group 1 (top left), group 2 (top right), group 3 (lower
left), and group 4 (lower right).
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4. TIME-TO-EVENT INTERVAL MODELING

A version of this chapter is ready to submit. Liu, X., Fang, S., Mohler, G., Carson, J., Xiao,

Y. Time-to-event modeling of subreddit transitions to r/suicidewatch.

4.1 Introduction

In 2019, approximately 47,500 deaths in the U.S. were attributed to suicide by the Center

for Disease Control [  44 ]. Given that suicide can be preventable by early intervention, recent

data mining research has focused on the analysis of social media text, content and networks

to identify suicide ideation and to better understand social media user risk, trajectories,

interactions, and potential interventions.

One line of recent research focuses on detecting suicide ideation in online user content

on sites such as Twitter and Reddit [ 45 ]–[ 47 ]. Other research has focused on modeling

data from text messages [  48 ] and surveys [  49 ], [ 50 ]. While some studies utilized text based

features input into classical machine learning models, more recently deep learning has been

used to detect suicide ideation in text data [  51 ]–[ 53 ]. A comprehensive survey on machine

learning for suicide detection can be found in [  54 ], and [ 55 ] provides a survey on mining

social networks to improve suicide prevention.

Reddit in particular has been the focus of recent data mining research on suicide, as

several subreddits such as ’r/suicidewatch’ provide forums for individuals thinking about

suicide, drug addiction, and/or depression and who may be seeking help from others online.

In [  56 ], the authors analyzed discourse patterns of posts and comments on four Reddit

online communities including r/depression, r/suicidewatch, r/anxiety and r/bipolar. In [ 57 ],

detection methods were developed for suicide ideation in text on r/suicidewatch and related

subreddits and in [  58 ], the authors showed how to improve detection on r/suicidewatch

by combining graph and language models. Other work has focused on determining the

impact of the COVID-19 pandemic on suicide ideation on Reddit [  59 ], creating an automated

question answering system for suicide risk assessment using posts and comments extracted

from r/suicidewatch [ 60 ], and predicting the degree of suicide risk on r/suicidewatch and

related subreddits [ 61 ].
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While a great deal of work has focused on detecting suicide ideation in online posts,

there has been limited research on the temporal dynamics of users and suicide ideation.

For example, a user who has suicidal thoughts may post on social media, at which point

another may be able to intervene and provide mental health support. However, it is possible

that earlier posts may have contained early indicators that could also have been points for

interventions. In this work our goal is to better understand these earlier events through

time-to-event survival analysis of transitions from other subreddit forums to r/suicidewatch.

In Figure  4.1 , we show three example post sequences from Reddit that illustrate the

type of dynamics we would like to model in the present paper. The first user posts on

r/offmychest several times, indicating that they feel sad and are having relationship problems,

and then later post on r/suicidewatch. Our goal is to identify which subreddits have a higher

association with users transitioning to posting on r/suicidewatch, which text based features

are associated with such transitions, and the time between posts from other forums and the

first post on r/suicidewatch. We note that temporal dynamics of suicide ideation on Reddit

were considered in [ 62 ], however the authors analyzed day of week and hour of day trends

in the times of posts rather than analyzing the inter-event time dynamics of transitions to

r/suicidewatch.

The outline of the paper is as follows. In Section  4.2 , we describe our Cox proportional

hazards modeling approach. In Section  4.3 , we provide details on the data we collected from

Reddit (r/suicidewatch and connected subreddits). In Section  4.4 , we present our results

of time-to-event modeling of transitions to r/suicidewatch, including the important features

that indicate transitions. In Section  4.5 , we discuss our results and directions for future

work.

4.2 Model

Survival analysis [  129 ] is a statistical method for analyzing the expected duration until

an event occurs. The survival function S(t) [ 14 ], defined as S(t) = P (T ≥ t), gives the

probability that the time to the event occurs later than an observed time t. The cumulative
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distribution function (CDF) of the time to event gives the cumulative probability for a given

t:

F (t) = P (T < t) = 1 − S(t)

The hazard function h(t) is defined as the probability that an event will occur in the time

interval [t, t + ∆t) given that the event has not occurred before time t [ 14 ]:

h(t) = lim
∆t→0

P (t ≤ T < t + ∆t|T ≥ t)
∆t

= f(t)
S(t) ,

where f(t) is the probability density function (PDF) of the time to event.

One feature of survival analysis is censoring of event times, as some users observation

windows may not be large enough to have fully observed an event outcome. If for a given

user an event of interest has occurred, then the survival time is known (fully observed),

whereas for those that the events has not (yet) occurred, we only know that the waiting time

exceeds the observation time [  130 ]. These events with unknown survival time are referred

to as censored data. In this study we restrict our analysis to users who post or comment on

r/suicidewatch at least once.

The Cox proportional hazards model [  20 ] is a standard Survival model that allows for

the incorporation of covariates. The idea behind the Cox model is that the log-hazard

of an individual is a linear function of a covariate vector x and parameter vector β and

a population-level baseline hazard h0(t) that changes over time. The Cox’s proportional

hazard model has the form,

h(t|x) = h0(t)exp[g(x)], g(x) = βT x, (4.1)

and has been used previously to model transitions to drug addiction and recovery on Reddit

[ 131 ].

The Cox model in Equation  4.1 is fit to data in two steps[  132 ]. First, the exponential part

is fitted by maximizing the Cox partial likelihood (Equation  4.2 ), which does not depend on

the baseline hazard, then the baseline hazard h0(t) is estimated using Breslow’s method.
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For individual i, let Ti denote the censored event time and Ri denote the set of all

observations at risk at time Ti. The Cox partial likelihood is defined as

Lcox =
∏

i

(
exp[g(xi)]∑
j∈Riexp[g(xj)]

)Di

, (4.2)

and the negative partial log-likelihood, which can be used as a loss function, is

llcox =
∑

i
Dilog

∑
j∈Ri

exp[g(xj) − g(xi)]
 . (4.3)

Let

Sx(t) = S(t|x) = P (T > t|x) (4.4)

be the survival probability at time t, then the baseline probability is defined as follows:

S0(t) = e−
∫ t

0 h0(t′)dt′ = e−H0(t). (4.5)

For an individual with features X,

Sx(t) = e−
∫ t

0 h(t′|x)dt′ = [S0(t)]exp(βT x). (4.6)

Let β̂ be the value of β that optimizes ( 4.2 ) and ( 4.3 ). Then the cumulative baseline

hazard function can be estimated by the Breslow estimator[ 133 ]:

Ĥ0(t) =
n∑

i=1

Di∑
j∈Riexp[g(xj)]

. (4.7)

Note here Di is an indicator variable that event i is uncensored, as defined in ( 2.22 ).

We use the lifelines CoxPHFitter 

1
 in Python to fit the Cox model and estimate coefficients

β and baseline hazard.
1

 ↑ https://lifelines.readthedocs.io/en/latest/fitters/regression/CoxPHFitter.html
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4.3 Data

The data is collected from Reddit  

2
 , using PushShift  

3
 and PRAW 

4
 APIs. We first obtain

a list of users who posted on r/suicidewatch between 1/1/2019 and 12/31/2021. We then

randomly sample 2000 users and download their posts over the 3-year period, along with

comments from these users that posted on r/suicidewatch and their comments and posts

from other subreddits.

After dealing with exceptions on PRAW API and removing deleted posts, we collected

more than 163k posts from over 1k users. We retained information including user name,

post time, post content, post title, and on which subreddit the post was made. We then

filtered out users with only one post, and posts that occurred after the user already posted

on r/suicidewatch. We further cleaned the data by removing special tokens, detecting and

translating posts in foreign languages into English, and performing spell check and making

corrections. The data we use for analysis throughout this paper contains over 61k posts from

751 users.

We cut the data at 2020/12/31 23:59:59, and assign posts and comments prior to this

time as training data, the rest being the test one. For the users who has posted by the cutoff

time but post on r/SuicideWatch afterwards, their corresponding posts in the training data

are labeled as censored. There are 129 censored users and more than 7k posts.

4.3.1 Suicide ideation detection model

For each post, we estimated a probability score as to whether a post contained language

associated with suicide ideation using a pre-trained model [ 134 ]. The model is trained on

text data collected from r/suicidewatch and r/depression and utilizes a LSTM neural network

based on text embeddings with ‘suicidal’ vs. ‘non-suicidal’ binary labels. We use this model

to estimate a score between 0 and 1 that represents the probability that a post in our dataset

is associated with suicide. We then define posts to be ‘high risk’ if the score is higher than

0.95, and low otherwise.
2

 ↑ https://www.reddit.com
3

 ↑ https://github.com/pushshift/api
4

 ↑ https://praw.readthedocs.io/en/stable/
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4.3.2 Summary statistics and figures

In Table  4.1 , we provide average suicidal scores of some most frequently posted subreddits,

where on r/suicidewatch, the score is noticeably higher. In Table  4.2a we provide a summary

of the number of posts of each user, where the average number of posts is 53.4 per user. In

Table  4.2b we provide a summary of the length of posts with high and low suicidal scores,

where we find that high risk scores are associated with longer posts. Figure  4.2 displays the

posting frequencies on each day of week. Posts with high suicidal scores are more likely to

occur on Monday.

Figure  4.3 shows a histogram of users’ posts, where 10% of users have only 2 posts and

76% of users have less than 50 posts each. Figure  4.4 shows the distribution of inter-event

times between posts on other sub-reddits and r/suicidewatch. More than 3000 of the posts

were made within 3.5 days of posting on r/suicidewatch. The longest waiting time is 698

days.

Table 4.1. Average suicidal score of posts on popular subreddits.
Subreddit Average suicidal score
AskReddit 0.1730
teenagers 0.1455
SuicideWatch 0.8036
memes 0.1485
depression 0.6200
AskOuija 0.1416
relationship_advice 0.3657
unpopularopinion 0.1425
dankmemes 0.1631
AmItheAsshole 0.2027
trees 0.0958
FortNiteBR 0.0963
selfharm 0.4478
awakened 0.4240
Advice 0.4374
NoFap 0.2781
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Table 4.2. Summary of data 1

Max 838
Min 2
Mean 81.34

(a) Number of posts and comments per user.

High Low
Mean length 539.18 164.38
% on weekend 27.69 27.94

(b) Posts and comments grouped by suicidal
scores.

4.3.3 Topic models

We analyze the topic models of text data by first utilizing SentenceTransformers [ 135 ] -

a BERT-based pretrained model that derives semantically meaningful sentence embeddings.

We then perform KMeans with the embeddings that associate with high risk posts (i.e.

suicidal score > 0.95). We search for the optimal K using the “elbow” method, which

suggests K = 4. Moreover, we extract keywords of each topic with the help of spaCy library

in Python. The keywords are displayed in Table  4.3 .

Table 4.3. Keywords extracted from posts with high suicidal score.
Topic Keywords
Topic 1 right, tear, know

Topic 2 think, sending, affected, died, unjustified, death,
help, threaten, pills, life, traumatising, emotionally,...

Topic 3 tried, turning, fix, way, find

Topic 4 longer, like, want, future, realized, world, care, depression, time,
method, meant, planned, fought, struggled, torture, hope,...

Figure  4.5 demonstrates popularity of each topic over the 3-year observed timeframe.

4.3.4 Feature Selection

Keyword expansion

We use keyword expansion to determine a list of keywords related to suicide. Starting

with a manually selected list of 40 keywords, we then use cosine similarity of word vectors

to find the 10 most similar words to each. We use the word2vec implementation in gensim

[ 136 ] to create the 100-dimensional word vector representations. This process results in a
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keyword list of length 331. We next create dummy variables that indicate if a post contains

each of these keywords. Figure  4.6 shows the histogram of number of keywords present in a

post or comment. 40 most frequently occurred keywords are displayed in Table  4.4 .

Table 4.4. Top 40 most frequent keywords.
word count word count word count word count
like 8823 god 696 health 448 red 251
good 3462 mental 690 kid 423 cry 238
way 2708 women 589 important 381 therapist 228
life 2220 using 569 death 372 account 224
thanks 1899 soon 565 eat 356 upset 198
work 1657 pain 550 type 354 weed 186
friends 1254 relationship 534 bring 336 ending 182
friend 985 damn 527 abuse 329 toxic 174
idea 799 check 457 depressed 326 emotional 169
place 778 anxiety 455 therapy 306 party 164

Sources connecting to subreddit r/suicidewatch

We select the top 50 frequent subreddits (excluding r/suicidewatch) and create dummy

variables that indicate if a post is from one of these subreddits. In Figure  4.7 , we show

the most frequently posted 15 subreddits. On average, the data contains 13.75 posts and

comments from each subreddit.

Index of topics

The topic indices obtained from part  4.3.3 are transferred into dummy variables.

4.4 Results

We fit a Cox proportional hazards model to our data, with a penalizer term of 5, and

within the summary table of results, we focus on the variables with a p-value less than 0.05.

In Table  4.5 , we show the coefficients of these statistically significant variables. The sub-

reddits with the highest coefficients (indicating sooner transition to r/suicidewatch) include

r/selfharm, r/Wishlist, r/awakened, r/BreakUps and r/MadeOfStyrofoam (which is a forum
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for selfharm discussion). Subreddits associated with longer time-to-event intervals between

an initial post and a subsequent post on r/suicidewatch include r/LivestreamFail, r/AvPD,

r/ftm and r/PurplePillDebate (a forum to discuss sex and gender issues). While a major-

ity of the keywords were not statistically significant, both ‘pain’ and ’life’ were associated

with shorter time-to-event periods, as was the high risk category based on the suicide de-

tection model described above. Keyword ‘women’ appeared to be associated with longer

time-to-event interval. Topic feature is not statistically significant.

In Figure  4.8 , we display the estimated Kaplan Meier curve for the distribution of time-

to-event disaggregated by high vs. low suicidal scores. Here we find that the time-to-event

distribution has a shorter tail for higher risk scores, indicating that posts with high risk

scores are associated with subsequent r/suicidewatch posts occurring sooner. In Figure

 4.10 , we display the transition network from other subreddits (yellow indicating a positive

association, blue indicating a negative association) to r/suicidewatch along with the average

transition time between the final post preceding a post on r/suicidewatch and their first

post on r/suicidewatch. On each edge, the number represents the average number of days

between subreddit and r/suicidewatch posts when the suicidal score is high (low). No post

is found from r/cats, r/MortalKomat, r/sweden and r/Eminem with a high suicidal score.

We predict expected remaining lifetime of each censored user and compute the con-

cordance between prediction and ground truth, the model obtains a concordance index of

0.5123. We also compute AUC by dividing the entire future into 30-day interval. We label

an interval 1 if transition to r/SuicideWatch occurred in the interval. This gives us an AUC

of 0.8214.

We plot predicted survival curve of each user in Figure  4.1 and show the results in Figure

 4.9 . Each curve represents the predicted survival probability from the time of the post.

4.5 Chapter Summary

In this research we collected a large corpus of suicide related posts from r/suicidewatch,

along with earlier posts made by users on other subreddits. We then fit a Cox proportional

hazards model to predict the time-to-event between earlier posts and later posts on r/suicide-
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Table 4.5. Coefficients of significant variables.
Subreddit indicators
depression 0.06 LivestramFail -0.28
teenagers 0.05 fireemblem -0.08
relationship_advice 0.05 MortalKombat -0.12
awakened 0.15 AvPD -0.37
selfharm 0.09 Sweden -0.23
MadeOfStyrofoam 0.11 Traaa...nnnns -0.1
Wishlist 0.17 ftm -0.19
BPD 0.08 PurplePillDebate -0.29
Eminem 0.14
cats 0.1
unpopularopinion 0.06
BreakUps 0.12
Keyword indicators Suicidal score
“pain” 0.04 score 0.04
“women” -0.07
“life” 0.02

watch. We found statistically significant features using indicators for subreddit, keyword,

or suicide risk. While some patterns match existing intuition, for example r/teenagers and

r/relationship_advice are positively associated with posting sooner on r/suicidewatch, others

were more surprising. For example, the average time between a high risk post on r/Wish-

list and a consecutively following post on r/suicidewatch is 10.2 days (less than the 97.2

day average time between events on r/depression and r/suicidewatch). Our results indicate

potential points of earlier intervention and analysis of associated subreddits to suicide may

yield new hypotheses for suicide researchers to investigate.

Future research may improve upon our work in several ways. While we used a Cox pro-

portional hazards model, a deep learning based survival model [  137 ] may yield improvements

to accuracy. Also, we did not explore the social network of individuals and how interactions

on the network may be predictive of transitions to suicide ideation. In future work we hope

to analyze posting behavior of network connections and people whom a given person inter-

acts with, and determine how those interactions may act to protect against or lead to higher

risk of suicide ideation observed online.
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t
User 1

t1 t2 t3
r/LongDistance r/teenagers r/SuicideWatch

feel wonderful to

have him around a

lot

I’m about to

be 20 in four

months. It feels

weird.

It’s been a few years since I’ve

been at the edge, but I feel it

again... I’m having a hard time.

t
User 2

... We got through every thing

and by the time it was over

I had fallen in love with this

series all over again....

... Everything just feels awful and miserable.

I’m driving everyone away with my awful

symptoms. ...

...Not only was he perfect, but he

only stopped loving me cause of

my Borderline Personality Disorder

meltdown and rages I’d have.

t1 t2 t3
r/stevenuniverse r/BPD r/SuicideWatch

t
User 3

t1 t2 t3
r/hockey r/AskReddit r/SuicideWatch

I remember dealing with

so much racism when I

played,... Seeing stuff like

this gives me hope and

makes me smile

I always feel

like I was

asking for to

much

I threw up blood and started experi-

encing awful chest pain, I haven’t told

anyone. I’m tired of feeling alone,...

scared, ... hiding from everyone. I feel

so judged.

Figure 4.1. Posting sequences of 3 Reddit users.
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Figure 4.2. Posting frequency on day of week by suicidal score group.
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5. SUMMARY AND DISCUSSION

In this thesis, we studied several specialized forms of counting processes. We introduced the

concept of counting processes. As a most used form of a counting process, a Poisson process

was discussed and extended to a Hawkes process as its background component. We provided

intensity functions and likelihood functions of these point processes. We also reviewed the

Cox model and how this model could be extended to a model with covariates that relate to

the intensity process of counting processes [ 21 ].

In Chapter  3 , we showed that by integrating heterogeneous datasets with semi-parametric

spatial-temporal Hawkes processes, we improved model accuracy to parameters estimation,

and simultaneously inferred the missing overdose category for the nonfatal overdose EMS

data. In Chapter  4 , we collected a large corpus of suicide related posts from r/suicidewatch,

along with earlier posts made by users on other subreddits. We then fit a Cox propor-

tional hazards model to predict the time-to-event between earlier posts and later posts on

r/suicide- watch. We found statistically significant features using indicators for subreddit,

keyword, or suicide risk. Our results indicated potential points of earlier intervention and

analysis of associated subreddits to suicide may yield new hypotheses for suicide researchers

to investigate.

We see several potential directions for future work. For the semi-parametric Hawkes

modeling on drug overdose events in Chapter  3 , we could focus on investigating the extent

to which drug overdose triggering found in the present study can be detected across cities

and model specifications.

We would also like to extend the Cox model in Chapter  4 , so that we could take inter-

post time as another feature, or model the inter-post time in a Hawkes temporal model for

each user, and take the intensity as another feature. A deep learning-based survival model

[ 137 ] may yield improvements to accuracy. Also, we did not explore the social network of

individuals and how interactions on the network may be predictive of transitions to suicide

ideation. In future work we hope to analyze posting behavior of network connections and

people whom a given person interacts with, and determine how those interactions may act

to protect against or lead to higher risk of suicide ideation observed online.
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